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Chapter 1 
❖

Studying Public Policy
Why and How

Public Policy Defined
Nearly every experience in our life, from cradle to grave, is shaped by public 
policy. There are policies that create or shape the hospitals where we are born, 
the schools where we study, the organizations for which we work, and the homes 
in which we live. All the income that we will earn (legally) is taxed according to 
public policy, and pensions that extend that income into our retirement are both 
regulated and partly funded by the public treasury. And after our demise, our fu-
neral formalities and estates, of whatever size, will be governed by public policy, 
too. Public policy is, however, much easier to experience than define, as is evident 
in the wide range of interpretations that have been offered by scholars.

While these many definitions offer substantial areas of agreement, they also 
differ considerably in detail (Birkland, 2001: Ch. 1). Two widely used definitions 
illustrate the diverse meanings ascribed to public policy by different authors, 
even when they agree on the fundamental motives behind policy-making and the 
processes that translate these ideas into action.

In probably the best-known and simplest definition, Thomas Dye describes 
public policy as “anything a government chooses to do or not to do” (Dye, 1972: 2). 
This is, of course, too simple, as it would apply equally to every governmental ac-
tivity, from either purchasing or deferring the acquisition of paper clips to firing 
off nuclear missiles or aborting their launch. Such generality provides no means 
of differentiating between the trivial and the significant aspects of government 
activities. Nevertheless, this definition has merits.

First, Dye’s definition specifies that the primary agent of public policy-making 
is a government. This clarifies that private decisions by businesses, social groups, 
or individuals are not in themselves public policies. Only governments can make 
authoritative decisions on behalf of citizens, that is, ones backed up by legitimate 
sanctions for transgressors in the event of noncompliance. Although the activities 
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of non-governmental actors can often influence  governments’ policy decisions, and 
governments sometimes delegate implementation of policy to non- governmental 
organizations (NGOs), the efforts and initiatives of such actors do not in them-
selves constitute public policy. Thus, for example, how the medical profession 
understands the cause of lung cancer and the solutions it proposes for preventing 
and curing that disease may influence what a government eventually does about 
the public health problem caused by smoking. However,  physician-recommended 
solutions are not in themselves public policies; only measures that a government 
adopts and enforces to this end—such as restricting the sale or use of tobacco—
actually constitute public policy.

Second, Dye highlights the fact that public policy-making involves a funda-
mental choice on the part of governments to either do something or to do nothing 
about a problem and that this decision is made by elected politicians and other 
government officials. As Dye notes, public policy is, at its simplest, a choice made 
by government to undertake some course of action. This highlights that a “nega-
tive” or “non-decision,” that is, a government’s decision to do nothing and simply 
maintain the current course of action or status quo (Crenson, 1971; R.A. Smith, 
1979) is just as much a policy decision as a choice to attempt to alter some part 
of the status quo. Such “negative” decisions, however, like more “positive” ones, 
must be deliberate, such as when a government decides not to increase taxes or 
declines to make funding available for arts, health care, or some other policy area 
rather than, for example, simply failing to address a new problem that may not 
have attained a position on the government’s radar.

Third, and relatedly, Dye’s definition also highlights the fact that a public 
policy is a conscious choice by government. That is, government actions and de-
cisions often yield unintended consequences, such as when an effort to regulate 
tobacco consumption or some other vice results in the activity “going under-
ground” and operating illegally as a “black market.” Unless this subsequent ac-
tivity or consequence was specifically anticipated and intended by government 
(such as occurs when governments increase gasoline taxes to discourage automo-
bile use and thus promote the use of public transit), an unintended consequence 
of policy should not be equated with public policy but rather recognized as its 
unexpected by-product, which sometimes may be beneficial (such as when reg-
ulation spurs innovation in alternative products) and sometimes not (as in the 
smuggling case above).

These three points are central to understanding public policy as an applied 
problem-solving process, and Dye’s definition highlights the need to carefully 
examine conscious, deliberate government decisions in order to further develop 
that understanding. Other definitions add additional layers of complexity, as they 
attempt to separate the trivial from the significant elements of policy. William 
Jenkins, for example, offered a much more precise conceptualization of public 
policy than Dye’s definition provides, while illustrating many of the same themes.
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Jenkins (1978) defined public policy as “a set of interrelated decisions taken 
by a political actor or group of actors concerning the selection of goals and the 
means of achieving them within a specified situation where those decisions should, 
in principle, be within the power of those actors to achieve.” This definition is very 
helpful in clarifying many components of policy that were only implicit in Dye’s 
definition. One is to clearly specify that policy-making comprises a “set of inter-
related decisions,” while Dye’s model could be misconstrued as limiting policy- 
making to a single choice opportunity and result. While Dye’s definition presumes 
that an underlying process exists behind decision-making, it does not state so ex-
plicitly. Jenkins, however, presents policy-making as an inherently dynamic process 
and explicitly acknowledges that governments rarely address problems with a sin-
gle decision. Policies, rather, usually involve a series of decisions that cumulatively 
contribute to an outcome. Thus, a health policy, for example, consists of a series of 
decisions on building health facilities, certifying personnel and treatment, and fi-
nancing healthcare provision, among many other related items (Tuohy, 1999). These 
interrelated decisions are often made by different individuals and agencies within 
government resulting in a much more complex policy-making process than a quick 
reading of Dye’s definition might suggest. These varied actors interact within “pol-
icy subsystems” and shape many elements of the policy-making process. They are 
the first major topic covered by this book, and are discussed in Chapters 2 and 3.

Jenkins also improves upon Dye’s definition by recognizing that a govern-
ment’s capacity to formulate and implement its decisions exerts a significant in-
fluence on public policy-making and policy outputs and is a major consideration 
in assessing the types of actions governments consider. Jenkins’s definition rec-
ognizes, in a way that Dye’s does not, that limitations on a government’s ability 
to think and act can constrain the decision options being considered and can ad-
vance or undermine the success of policy-making efforts. A government’s policy 
choices may be limited, for instance, by lack of financial, personnel, or informa-
tional resources required for certain programs, by international treaty obligations, 
or by domestic resistance to certain options. Understanding governments’ actions 
also requires an increasingly detailed awareness of the limits and opportuni-
ties provided by international agreements, treaties, and conventions (Milner & 
 Keohane, 1996; Doern et al., 1996a). And, to continue the above example, we will 
not understand health policy in many countries without realizing the powerful, 
self-serving opposition that the medical profession can mount against any govern-
ment effort to control healthcare costs by reducing professionals’ income (Alford, 
1972). Such external and internal structural constraints complicate the analysis 
of policy-making much more than might be assumed from Dye’s definition, which 
could be read as suggesting any decision or choice is as likely as any other. The 
ways in which organizational structures within and beyond government impact 
public policy capacity forms a second major topic of this book and is also explored 
in Chapters 2 and 3, as well as in subsequent chapters.
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Third, Jenkins also introduces the idea of public policy-making as goal- 
oriented behaviour since, in his definition, public policies are decisions taken by 
governments that define a goal and set out a means to achieve it. This specifies 
that the content of a policy decision is composed of the “selection of goals and 
means.” Although this says nothing about the nature of the goals (or the means 
involved), viewing policy as the pursuit of conscious goals raises the importance 
of ideas and knowledge in influencing policy-making and the need to understand 
both these and how they are linked to the policy tools or instruments that are the 
means used by governments to deliver on those goals. Ideas about goals shape 
actors’ understanding of policy problems and the “appropriateness” of potential 
solutions, while the choices made about tools affects the likelihood of whether or 
not programs can achieve them.

This process of matching goals and means in policy-making has two dimen-
sions: technical and political. The technical dimension seeks to identify an op-
timal relationship between goals and tools, since some tools are better suited to 
address the core causes of particular problems than others, and is often thought 
about and treated as an instance of policy design (Howlett, 2019). However, 
there is rarely agreement on what constitutes a policy problem or an appropriate 
“solution,” which also makes the “design” process in the policy realm unavoid-
ably political. Moreover, the analysis of both problems and solutions is further 
constrained by the existing state of knowledge about social and economic prob-
lems, as well as policy actors’ ideas, norms, and principles with respect to what 
they consider to be appropriate courses of action to follow. These ideational and 
knowledge-based or epistemological assumptions shape both actors’ understand-
ings about what constitutes a “problem” as well as the kinds of policy actions that 
they feel are “feasible” and “acceptable” (May, 2005; Majone, 1975; Melstner, 
1972; Huitt, 1968).

Methodological Considerations 
for Studying Public Policy
Taken together, definitions like those of Dye and Jenkins provided above give us 
a general sense and outline of what a public policy is. Their emphasis on the con-
tributions that actors, structures, and ideas bring to making policy help highlight 
some methodological concerns that arise when studying public policy.

First, these definitions reveal that public policy cannot be studied simply by 
analyzing the official records of government such as laws, acts, regulations, and 
official reports. Although these are a vital source of information, public policies 
extend beyond the record of formal investigation and official decisions to encom-
pass the realm of potential choices, or choices not made (Howlett, 1986) and who 
it is that influences both kinds of choices. That is, the analysis of such choices 
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necessarily involves considering the array of state and societal actors involved in 
decision-making processes and their capacities for influence and action. Policy 
decisions do not reflect the unencumbered will of government decision-makers so 
much as evidence about how that will interacts with and is constrained by the ac-
tors, structure, and ideas active in a policy-making exercise at any given political 
and social conjuncture or point in time (Sharkansky, 1971).

Moreover, if we looked at only policy decisions per se, then describing gov-
ernment policy would be both straightforward and easy compared to the effort 
required to understand in more general terms why a state adopts the policy it 
does. Sometimes a government may officially announce the reasons behind its 
decision, and these reasons may even be true. However, it is also common for a 
government not to give any reason for making a decision, or for the publicly stated 
reason not to be the actual reason that a decision was taken. In such situations it 
is left to analysts to determine why a particular alternative was chosen and, very 
often, why some other seemingly more attractive option was not.

In dealing with this complexity, an oft-noted distinction is made between pol-
icy analysis and policy studies as modes of inquiry. Policy analysis tends to pursue 
formal evaluation or estimation of “policy impacts” or outcomes, usually by apply-
ing quantitative techniques such as cost–benefit analysis (CBA) or risk assess-
ment and management (Weimer & Vining, 1992). It seeks to explicitly measure 
the direct and indirect effects of specific policies, using techniques of statistical 
inference to explore the links between, for example, specific government pro-
grams and various measures of policy “outcomes,” such as indicators of social 
change and progress. Economists, for example, have applied policy analysis to a 
wide range of topics in easily quantifiable realms, yielding detailed investigations 
on, for example, the relationship between government expenditures and corpo-
rate investment activity or labour migration. Policy analysis thus focuses mainly 
on the effects of policy outputs, however, and says very little about the policy 
processes that created those outputs (Lynn, 1987).

Policy studies, on the other hand, are broader in scope, examining not just 
individual programs and their effects, but also their causes and presuppositions, 
and the processes that led to their adoption. One common type of policy study, 
for example, has attempted to associate particular types of policies with the at-
tributes of political regimes—defined loosely as the organizational features of a 
political system (Wolfe, 1989; Przeworski & Limongi, 1997). It has often been 
argued, by B. Guy Peters (Peters et al., 1977) and Frances Castles (1998;  Castles 
& McKinlay, 1997), for example, that both the policy content and the form of 
public policy-making vary according to the nature of a political system and the 
links their decision-makers have with civil society. Much effort has gone into 
classifying and differentiating between regime types, with the expectation that 
properly identifying the regime will generate insights into the policies they adopt 
( Steinberger, 1980).
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Another approach to policy studies has sought to identify causal variables in 
public policy-making, which are sometimes referred to as “policy determinants” 
(Munns, 1975; Hancock, 1983). Analyses in this tradition, such as those carried 
out by Harold Wilensky (1975; Wilensky et al., 1985; Wilensky & Turner, 1987) 
in the mid-1970s, attempted to resolve the question of whether public policies are 
determined by macro-level socio-economic factors or by micro-level behaviour 
through the cross-national comparative analysis of policy-making in sectors such 
as health and welfare (Rakoff & Schaefer, 1970).

Yet another strand of the policy studies literature focuses on understanding 
“policy content” as a predictor of policy processes. This approach builds from 
the idea that the nature of a policy problem and the solutions devised to address 
it often determine how policy will be processed by the political system. In this 
approach, problems are expected to trigger different attempts to resolve them 
depending on whether they are regulatory, distributive, redistributive, or constitu-
tive in character. Hence, as Theodore Lowi (1972) put it, ultimately “policy may 
determine politics” and not the other way around, as most analysts commonly 
suppose. In a similar vein, James Q. Wilson (1974) argued that the degree of 
concentration of costs and benefits imposed on political actors by a particular 
policy shapes the type of policy processes that will accompany it. Lester Salamon 
(1981), taking this insight to heart, argued that focusing on the attributes of the 
policy tools or instruments governments have at their disposal to implement pub-
lic policies is therefore the best mode of analysis for understanding public policy.

These different literatures and analytical traditions have existed, in part, as 
a result of the diverse analytical communities working on public policy. Govern-
ments themselves, of course, have always been involved in policy analysis, both 
within (Meltsner, 1976; Rogers et al., 1981) and beyond their borders (Rose, 1991). 
However, many analysts work for NGOs such as corporations, religious orders, 
labour unions, and think tanks or research institutes, as well as within the uni-
versity system (Pal, 1992; Cohn, 2004; Gormley, 2007). Analysts working for gov-
ernments and for groups directly affected by public policies tend to focus their 
research on policy evaluation. They often have a direct interest in condemning or 
condoning specific policies on the basis of the projected or actual impact on their 
client organization. Private think tanks and research institutes usually enjoy more 
autonomy, though some may be influenced by the preferences of their funders. 
Nevertheless, they remain interested in the “practical” side of policy and tend to 
concentrate either on policy outcomes or on the instruments and techniques that 
generate those outcomes.

Academics, on the other hand, have greater independence and usually have 
no direct personal stake in the outcome of specific policies, except to the ex-
tent they are working within or are committed to a particular ideological stance. 
 Academics can therefore examine public policies more abstractly than can other 
analysts and tend to grapple with the theoretical, conceptual, and methodological 
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issues surrounding public policy-making through the lens of policy studies. 
Academic investigation tends to look at the entire policy process and take into 
account many factors, including policy regimes, policy determinants, policy in-
struments, and policy content in the resulting explanations (Gordon et al., 1977).

How these analysts explain specific public policy outcomes is influenced by 
the frameworks they employ and the aspects of policy-making these frameworks 
emphasize or downplay (Danziger, 1995; Yanow, 1992; Phillips, 1996). These 
models and techniques orient analysts toward either of two broad approaches 
to the subject. On the one hand, there are those who believe that a reasonably 
 objective analysis of policy goals and outcomes is possible and that these subjects 
can be explored with standard social science methodologies for collecting data 
about policy choices and actions and analyzing them to determine causation or 
correlation (Bobrow & Dryzek, 1987; Radin, 2000; Lynn, 1999). In this “ positivist” 
view, students of public policy must be skilled in evaluating policy outcomes and 
processes and understanding, for example, why a policy was not implemented as 
intended and failed, or why it may have succeeded despite poor implementation 
(Bovens et al., 2001; Bovens & t’Hart, 1995, 1996). This view of the nature of 
policy reality is one generally shared by policy analysts.

Other analysts and many adherents of policy studies, however, embrace 
more subjective, interpretive or what are sometimes referred to as “post-positivist” 
 techniques, which they argue better help them discern and critique government 
aims, intentions, and actions. An example of this approach would be examining 
the way decision-makers’ assumptions about human behaviour influence their 
decisions to use certain policy implementation techniques or how gender,  ethnic, 
or other social prejudices and biases affect the choices made (Torgerson, 1996; 
Thompson, 2001; Yanow, 1999; Dryzek, 2005). Although the differences  between 
positive and post-positive approaches should not be overstated ( Howlett & Ra-
mesh, 1998), they serve to underscore how orientations toward policy- making 
as a social phenomenon affect both the choice of analytical techniques and the 
outcomes of analysis.

In recent years, there has also been a growing disquiet among both positiv-
ist and post-positivist scholars and practitioners that developments in the “co- 
creation” of public facts may have breached both established norms of democracy 
and expertise and undermined both approaches to policy analysis (Jasanoff & 
Simmet, 2017). The ongoing transgression of evidence and expertise found in 
many countries in the present era threatens not only the governmental institu-
tions that undergird both democratic politics and successful policy-making in 
the public interest but also the positivist need for accurate and uncontested data 
and the post-positivist desire to move public policy in the opposite direction, 
highlighting biases in order to remove or minimize, not strengthen, them (Kim 
et al., 2008). Undermining the public acceptance of expertise and the willing-
ness to defer to facts and evidence is a critical element of many contemporary 
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populist regimes and has served as a tool to negate policy efforts in areas such 
as climate change remediation or gender and racial equality, instead promoting, 
for example, climate change denial and immigrant scapegoating (Lewandowsky 
et al., 2015; Ley 2018).

These challenges have been devastating for efforts on the part of both 
positivist and post-positivist policy scholars to promote greater evidence-based 
 policy-making and have led to questions about whether rigorous policy analysis 
can survive this challenge as it did earlier threats, such as the faith-based attacks 
of previous eras that equated careful study and rigour with an attack on religion 
and a denial of the significance of faith-based moral and other ideals (Hula et. al., 
2007; Kissane, 2007).

These problems have several dimensions and implications. At the individual 
level, for example, the credibility of professional analysts who incorporate influ-
ential, but unsubstantiated, “alternative facts” into policy assessments and rec-
ommendations may see their claims to expertise compromised. Such analytical 
malpractice can spread among policy professionals who intentionally adopt or re-
produce misinformation in order to press the priority of their claims on government 
action. And if the incorporation of erroneous facts and evidence into policy deliber-
ations reaches a critical mass among either the public or experts, then the integrity 
of policy-making institutions themselves can also be diminished, as happened in 
the past with fascist and totalitarian regimes that attempted to control the truth.

It is precisely because the stakes are so high that the model for studying pub-
lic policy presented in this book offers a valuable framework to guide research-
ers and practitioners in navigating these troubled waters. We will demonstrate 
how existing policy frameworks continue to remain very useful and require little 
change in their organization in order to continue to reveal valuable insights about 
influences on policy-making behaviour, outputs, and outcomes. Overall, the mod-
els set out in the book help us to understand the challenges to policy learning, the 
temptation to embrace placebos and empty symbols, the increased policy churn, 
the loss of direction, and the sources of failed policies in the contemporary world 
(Del Vicario, 2017).

The Policy Cycle Framework: A Problem-Solving 
Model of the Policy Process
All of the definitions provided above rest upon the understanding that public 
policy is a “process.” That is, as both Jenkins and Dye noted, it is a complex 
phenomenon consisting of numerous decisions made by many individuals and 
organizations inside government, while these decisions are influenced by oth-
ers operating within and outside of the state. Policy outcomes are seen as being 
shaped both by the structures within which these actors operate and the ideas 
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they hold—forces that also have affected earlier policies and related decisions 
in previous iterations of policy-making. As such, the procedural and substantive 
complexity of studying public policy is considerable, posing many analytical chal-
lenges for those seeking insight.

Historically, one of the most popular means of simplifying public policy- 
making for analytical purposes has been to conceive of it not just as a process, 
but as a specific kind of process consisting of interrelated stages through which 
policy issues flow in a more or less sequential fashion from “inputs” (problem rec-
ognition) to “outputs” (policies). This sequence of stages is often referred to as a 
“policy cycle” (Werner & Wegrich, 2007).

This simplification has its origins in the earliest works on public policy analy-
sis, but has received disparate treatment in the hands of different authors. The idea 
of advancing public policy studies by breaking the process down into a number 
of discrete stages was first broached in the early policy studies of Harold Lass-
well (1956), one of the pioneers and promoters of what he termed “the policy sci-
ence” (Farr et al., 2006). This model views policy-making in essentially pragmatic 
terms, as the embodiment of efforts to improve the human condition through har-
nessing reason to guide human activities, in this case, in the process of govern-
ing (Hawkesworth, 1992; Clemons & McBeth, 2001; Dunn, 2019). Improvements 
are not, however, a matter of forcing reality to fit within the confines of a theory. 
Rather, theory and practice reinforce each other as theory is fine-tuned in the light 
of practice, while practice is altered by the application of theory. This relationship 
is based upon learning, and a pragmatic approach to policy- making views policy de-
velopment as a process of policy learning, in which policy-makers struggle through 
an incremental trial-and-error process of choosing a policy, monitoring its results, 
and then amending their action in subsequent policy-making rounds while pursu-
ing their original goals or modified ones (Dunn, 2019). The policy cycle, therefore, 
goes beyond merely input and output stages, but also extends to monitoring and 
evaluative activities once outputs have emerged.

In his own work, Lasswell (1971) divided the policy process into seven stages, 
which, in his view, described not only how public policies were actually made but 
also how they should be made: (1) intelligence, (2) promotion, (3) prescription, 
(4) invocation, (5) application, (6) termination, and (7) appraisal. In this construct, 
the policy process begins with intelligence-gathering, that is, the collection, pro-
cessing, and dissemination of information by policy-makers. It then moves to the 
promotion of particular options by those involved in making the policy decision. 
In the third stage the decision-makers prescribe a course of action. In the fourth 
stage the prescribed course of action is invoked alongside a set of sanctions to 
penalize those who fail to comply with these prescriptions. The policy is then ap-
plied by the courts and the bureaucracy and runs its course until it is terminated 
or cancelled. Finally, the results of the policy are appraised or evaluated against 
the original aims and goals.
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Lasswell’s analysis of the policy-making process was focused, like Dye’s, on 
decision-making within government and said little about external influences on 
the state. It simply assumed that policy-making was pursued by a small number 
of officials within the government. Another shortcoming of this early model was 
its placing of policy appraisal after termination, since policies would logically be 
evaluated prior to being wound down rather than afterwards. Nevertheless, this 
model was highly influential in the development of policy studies (deLeon, 1999). 
Although not entirely accurate, it managed the complexity of studying public pol-
icy by allowing each stage to be isolated and examined before putting the process 
back together to ascertain the whole picture.

Lasswell’s formulation inspired many other process-oriented models (Lyden 
et al., 1968; Simmons et al., 1974). Typical of these was a simpler version of the 
policy cycle developed by Gary Brewer (1974). According to Brewer, the policy 
process is composed of only six stages: (1) invention/initiation, (2) estimation, 
(3) selection, (4) implementation, (5) evaluation, and (6) termination. In Brewer’s 
view, invention or initiation referred to the earliest stage in the sequence when a 
problem would be initially sensed. This stage, he argued, would be characterized 
by an ill-conceived definition of the problem and suggested solutions to it. The 
second stage of estimation concerns calculation of the risks, costs, and benefits 
associated with each of the various solutions raised in the earlier stage. This 
would involve both technical evaluation and normative choices. The object of 
this stage is to narrow the range of plausible choices by excluding the unfeasible 
ones and, somehow, to rank the remaining options in terms of desirability. The 
third stage consists of adopting or rejecting some combination of the solutions re-
maining at the end of the estimation stage. The remaining three stages comprise 
implementing the selected option, evaluating the results of the entire process, 
and terminating the policy according to the conclusions reached by its evaluation.

Brewer’s version of the policy process improved on Lasswell’s pioneering work 
by expanding beyond the confines of government in exploring how problems are 
recognized. It also clarified the terminology for describing the various stages of 
the process. Moreover, it introduced the notion of the policy process as an ongoing 
cycle. It recognized that most policies do not have a fixed life cycle—moving from 
birth to death—but rather seem to recur, in slightly different guises, as one policy 
succeeds another with minor or major modification (Brewer and deLeon, 1983). 
Brewer’s insights inspired several other versions of the policy cycle to be devel-
oped in the 1970s and 1980s, the best known of which were set out in textbooks 
by Charles O. Jones (1984) and James Anderson (1984). Each contained slightly 
different interpretations of the names, number, and order of stages in the cycle.

Highlighting the logic behind the cycle model helps avoid the plethora of 
similar yet slightly different models of policy stages (Hupe & Hill, 2006). In the 
works of Brewer, Jones, and others the operative principle justifying the focus 
on a policy cycle is the logic of applied problem-solving, even though this logic 
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remains implicit. The stages in applied problem-solving and the corresponding 
stages in the policy process are depicted in Figure 1.1.

In this model, agenda-setting refers to the process by which problems come 
to the attention of governments; policy formulation refers to how policy options 
are formulated within government; decision-making is the process by which gov-
ernments adopt a particular course of action or non-action; policy implementation 
relates to how governments put policies into effect; and policy evaluation refers to 
the processes by which the results of policies are monitored and judged by both 
state and societal actors, the outcome of which may be reconceptualization of 
policy problems and solutions. This model will be used throughout the book and 
forms the basis for separate chapters on each stage found in Chapters 4–8.

This model is useful not only because of the way it separates out distinct 
tasks conducted in the process of public policy-making, but also because it helps 
clarify the different, though interactive, roles played in the process by policy 
actors, institutions, and ideas (Sobeck, 2003; Parag, 2006, 2008). In this view, 
agenda-setting is a stage in which virtually any (and all) policy actors might be 
involved in decrying problems and demanding government action. These policy 
 actors—whether all, many, or few—can be termed the policy universe. At the next 
stage, formulation, only a subset of the policy universe—the policy  subsystem—
is involved in discussing options to deal with problems recognized as requiring 
some government action. The subsystem is composed of only those actors with 
sufficient knowledge of a problem area, or a resource at stake, to allow them to 
participate in the process of developing possible alternative courses of action to 
address the issues raised at the agenda-setting stage. When a decision is being 
taken on one or more, or none, of these options to implement, the number of ac-
tors is reduced even further, to only the subset of the policy subsystem composed 
of authoritative government decision-makers, whether elected officials, judges, or 
bureaucrats. Once implementation begins, however, the number of actors in-
creases once again to the relevant subsystem and then, finally, with the evaluation 
of the results of that implementation, expands once again to encompass the entire 
policy universe (see Figure 1.2).

Figure 1.1 Stages of the Policy Cycle and Applied Problem-Solving
Applied Problem-Solving Stages in Policy Cycle

Problem Recognition 1. Agenda-Setting

Proposal of Solution 2. Policy Formulation

Choice of Solution 3. Decision-Making

Putting Solution into Effect 4. Policy Implementation

Monitoring Results 5. Policy Evaluation
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It is important to note that the policy cycle model has both advantages and 
disadvantages as a framework for analysis of public policy processes. The most 
important advantage is that it facilitates an understanding of a multi-dimensional 
process by disaggregating the complexity of the process into any number of stages 
and sub-stages, each of which can be investigated alone or in terms of its rela-
tionship to any or all the other stages of the cycle. This aids theory-building by al-
lowing the results of numerous case studies and comparative studies of different 
stages to be synthesized. Second, the approach can be used at all socio-legal or 
spatial levels of policy-making, from that of local governments to those operating 
in the international sphere (Fowler & Siegel, 2002; Bogason, 2000; Billings & 
Hermann, 1998). Also, as discussed above, this model permits examination of the 
intertwined role of all actors, ideas, and institutions involved in policy creation, 
not just those governmental agencies formally charged with the task.

The principal disadvantage of this model is that it can be misinterpreted as 
suggesting that policy-makers go about solving public problems in a very systematic 
and more or less linear fashion (Jenkins-Smith & Sabatier, 1993; Howard, 2005). 
This, obviously, is not the case in reality, as the identification of problems and 
the development and implementation of solutions are often very ad hoc and idio-
syncratic processes (Beland & Howlett, 2016). Frequently, decision-makers merely 
react to circumstances, and do so in terms of their interests and pre-set ideologi-
cal dispositions (Stone, 1988; Tribe, 1972). Similarly, while the logic of systematic 
problem-solving may be elegant in principle, in practice the stages are often com-
pressed or skipped, or are followed in an order unlike that specified by the model 
(Timmermans & Bleiklie, 1999). The cycle may not be a single iterative loop, for 
example, but rather a series of smaller loops in which, to cite just one possibility, the 
results of past implementation decisions may have a major impact on future policy 
formulation, regardless of the specifics of the agenda-setting process in the case 
concerned. Or, as some analysts have noted, policy formulation can sometimes 
precede agenda-setting as “solutions seek problems” to which they can be applied 

Stages in Policy Cycle Key Actors Involved

1. Agenda-Setting

2. Policy Formulation

3. Decision-
Making

4. Policy
Implementation

5. Policy Evaluation

1. Policy Universe

2. Policy Subsystem

3. Authoritative
Government 

Decision-
Makers

4. Policy Subsystem

5. Policy Universe

Figure 1.2 The Policy Cycle–Actor Hourglass
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(Kingdon, 1984; Salamon & Lund, 1989; Beland & Howlett, 2016). In other words, 
there is often no linear progression of policy-making as implied by the model.

Second, it is unclear exactly at which level and with what unit of government 
the policy cycle model should be used. Should the model be applied to all types of 
governmental activity, from the legislative to the judicial? Or is it only applicable to 
specific kinds of decisions taken by particular organizations such as bureaucracies 
(Schlager, 1999)? Third, and perhaps most importantly, the model in itself lacks 
any notion of causation. It offers no pointers as to what, or who, drives a policy 
from one stage to another, and seems to assume that policy development must in-
evitably continue to move from stage to stage, rather than stall or end at a particular 
point in the cycle, without explaining why this should be the case ( Sabatier, 1992). 
Fourth, it does not say anything at all about the content of a policy (Everett, 2003).

The weaknesses of the framework underscore the need to develop better 
ideas to advance its understanding. While the simple five-stage cycle model helps 
analysis by disaggregating the policy process into a series of distinct stages, it 
does not illuminate the nuances and complexities of public policy-making within 
each stage or over the cycle as a whole. A better model is needed that delineates 
in greater detail the actors and institutions involved in the policy process, helps 
identify the instruments available to policy-makers, and points out the factors 
that lead to certain policy outcomes rather than others (Mazmanian & Sabatier, 
1980). This improved model of the policy process is set out in Part II of this book.

The Need for Public Policy Capacity
Regardless of how policy-making unfolds, however, it is an activity that draws heav-
ily upon the resources or capabilities of governments. That is, how a government ad-
dresses public problems and the extent to which it succeeds are not abstract issues 
but rather depend heavily on its policy capacity. This has become especially critical 
as governments are called upon to address increasingly varied and thus often more 
resource-intensive problems, such as climate change and global warming or mass 
migrations of populations. The increasing complexity of many contemporary policy 
problems coupled with rising expectations of the public for effective action present 
extraordinary challenges to governments in making and implementing policies. The 
global financial crisis of 2008, for example, starkly underscored the inability of in-
dustrialized countries to effectively control the global financial sector, not to men-
tion developing countries where this and other capacity deficits are clearly visible 
and stubbornly persistent in many other areas of social and economic life.

Most scholars define policy capacity from the perspective of the government, 
although the capacity of non-governmental actors is also critical. It is important 
to note that understanding policy capacity requires extending examination be-
yond the government itself, recognizing that a wide range of organizations, such 
as political parties, NGOs, private businesses, and international organizations, as 
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well as multiple government agencies, are involved in policy processes and thus 
their capacities affect government’s performance. That is, the skills and resources 
of governments have counterparts in policy-oriented NGOs that need to be nur-
tured so that government can be effective. Therefore, while the policy capacity 
of a government plays the key role in determining policy outcomes, the capacity 
of other stakeholders in policy-making is also an important contributing factor to 
what will get accomplished.

In particular, most studies have focused on aspects of a government’s abil-
ity to make and execute choices (see Peters, 1996; Bakvis, 2000; Savoie 2003; 
 Parsons, 2004; Howlett & Lindquist 2004; Painter & Pierre, 2005). Painter & 
Pierre (2005), for example, define policy capacity as “. . . the ability to marshal the 
necessary resources to make intelligent collective choices, in particular to set stra-
tegic directions, for the allocation of scarce resources to public ends.” Others have 
retained this governmental focus but included additional skills and resources such 
as those involved in the acquisition and utilization of policy-relevant knowledge, 
the ability to frame options, the application of both qualitative and quantitative 
research methods to policy problems, the effective use of communications, and 
stakeholder management strategies (Howlett, 2009; Oliphant & Howlett, 2010).

Following on Moore’s (1995) analysis of government needs, key skills or 
competences that compose policy capacity can be categorized into three types: 
analytical, operational, and political. Each of these three competences involves 
resources or capabilities at three different levels—individual, organizational, and 
systemic—generating nine basic types of policy-relevant capacity (see Figure 1.3).

This highlights that capacity is not restricted to a particular function, stage, 
or task in a policy process, but rather covers all policy activities and processes. The 
challenges facing government in performing these various policy tasks are differ-
ent, and adequate capacity in carrying out one task does not guarantee the effec-
tive performance of other tasks. At the same time, it allows for the possibility that 
there are often skills and resources that can be shared across task environments.

Figure 1.3 Policy Capacity: Skills and Resources
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At the systemic level, capabilities such as the level of support and trust that 
a public agency enjoys from its political masters and from the society at large 
(Blind, 2006), as well as the nature of the economic and security systems within 
which policy-makers operate, are key components of policy capacity. Factors such 
as trust and available personnel and financial resources are critical determinants 
of organizational capabilities and thus of public managers’ and analysts’ ability 
to work on policy. Political support both from above and below is vital because 
agencies and managers must be considered legitimate by citizens and policy sub-
jects in order to obtain and retain resources and support from their authorizing 
institutions and constituencies (Painter & Pierre, 2005).

Capacity also depends on the skills and competences of individual actors and 
organizations that perform key policy functions. At the individual level, policy 
professionals—such as policy-makers, public managers, and policy analysts— 
determine how well various tasks and functions in the policy process are 
conducted, and their capacity in turn depends upon knowledge about policy pro-
cesses, skills in policy analysis and evaluation, managerial expertise, and political 
judgment. However, high levels of individual policy capacity may not guarantee 
policy effectiveness because further resources and capacities are also required at 
the organizational level as well as at the system level. At the organizational level, 
availability and effectiveness of information infrastructure, human and financial 
resource management systems, and political support will enhance individual ca-
pabilities, just as their absence will detract from it. Organizations that unduly cir-
cumscribe individual decision-making responsibility or undermine morale among 
policy professionals, for example, can undermine an agency’s ability to function 
effectively (Tiernan & Wanna, 2006; Gleeson et al., 2011). These and other as-
pects of capacity are addressed in subsequent chapters of the book.

Identifying and Studying Policy Styles 
and Policy Regimes
Finally, it should also be noted that while in theory the kinds of alternatives and 
ideas that governments could have about what actions they should take are vir-
tually limitless, in practice the range of options and alternatives is often much 
smaller and the amount of change in policies over time is much less than might 
be expected. Numerous case studies, for example, have highlighted how existing 
ideological and institutional factors insulate policies from change.

Explaining why this should be the case is challenging. By as early as the mid-
1970s, for example, it was apparent to many observers that actors in the policy 
processes, as Simmons, Davis, Chapman, and Sager (1974: 461) put it, tended to 
“take on, over a period of time, a distinctive style which affects . . . policy deci-
sions, i.e., they develop tradition and history which constrains and refines their 
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actions and concerns.” The concept of a policy style they and others developed 
is useful not only for describing such patterned approaches to policy but also for 
capturing an important aspect of policy dynamics, that is, the relatively enduring 
nature of these arrangements (Larsen et al., 2006).

In this sense, a policy “style” can be thought of as existing within a larger 
“policy regime” that emerges over time after many policy cycle iterations unfold. 
Such a regime influences not only how policy deliberations take place but also 
the kinds of actors and ideas that present themselves within a subsystem. In his 
comparative work on social policy, for example, Gosta Esping-Andersen found 
different countries to have “specific institutional arrangements adopted by soci-
eties in the pursuit of work and welfare.” He argued that “a given organization of 
state–economy relations is associated with a particular social policy logic” (Rein 
et al., 1987). Eisner, similarly, defined a regime as a “historically specific con-
figuration of policies and institutions which establishes certain broad goals that 
transcend the problems” specific to particular sectors (Eisner, 1993: xv; see also 
Eisner, 1994a). In their work on US policy-making, Harris and Milkis (1989: 25) 
argued that regimes in many sectors developed as a “constellation” of (1) ideas jus-
tifying governmental activity, (2) institutions that structure policy-making, and 
(3) a set of policies themselves.

A policy regime, hence, can be thought of as integrating a common set of 
policy ideas (what we will discuss in subsequent chapters as a policy “paradigm”), 
a long-lasting governance arrangement (or what we will refer to later in the book 
as a policy “mix”), a more or less fixed set of policy actors (what has already 
been described above as a policy “subsystem”), all of which combine and result 
in a common or typical policy process or “policy style.” The general idea is that 
 policy-making tends to develop in such a way that the same actors, institutions, 
instruments, and governing ideas tend to dominate the articulation of policy 
problems and solutions—or goals and means—for extended periods, infusing a 
policy sector with both a consistent content and a set of typical policy processes 
or procedures. Understanding how styles and regimes form, how they are main-
tained, and how they change over time are important aspects of policy studies 
that are stressed throughout the book (Kuks, 2004; de Vries, 2005b; Howlett & 
Tosun, 2019).

Overview of the Book
The book begins, in Part I, with an overview of previous efforts to understand 
public policy-making and outline the different stages of the policy-making cycle 
that can be examined for insights into policy process. Chapter 1 has briefly 
charted the development of public policy as an academic discipline and ex-
plained what is generally meant by the term. It has outlined a five-stage model 
of the policy cycle and framed research questions relevant to the analysis of 
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each stage and to the workings of the overall model. We then move to con-
sider the elements and patterns of policy dynamics that influence organizational 
and political behaviour and lead to policy change before discussing the factors 
that entrench elements of inertia that generate policy stability. The discussion 
will demonstrate how insights into policy contents and processes are produced 
through studying the interplay of actors, intuition, and ideas at a particular stage 
of the policy cycle.

Chapter 2 examines in more detail several of the most commonly used ap-
proaches to studying public policy, emphasizing those employed by economists, 
political scientists, sociologists, and others who focus on the nature of public 
policy processes. The potential and limitations of each approach are discussed, as 
is the particular manner in which theorizing about policy-making has developed 
over the past several decades.

Chapter 3 then describes the institutional parameters within which policies 
are made, the nature of the actors who make them, and the ideas that guide the 
actors. It uses the concept of a policy subsystem to capture the intricate links 
between actors and structures involved in public policy-making.

As Chapter 2 will demonstrate, policy studies theories have always focused on 
these three analytical dimensions—actors, institutions, and ideas—although the 
emphasis on these elements in different theories has varied over time. While un-
derstandable, the existence of such separate approaches to public policy has often 
led to conflicting conclusions. In this volume we draw upon decades of research 
into policy subsystems, institutional regimes, and policy paradigms to develop 
a coherent conceptual framework for studying policy-making. Three important 
conceptual elements in this model—subsystems, regimes, and paradigms—are de-
veloped in Chapter 3, where we see how their use can help students interpret the 
apparent disarray of actors, structures, and ideas composing the policy-making 
“universe” and provide the basis for the identification and understanding of both 
policy regimes and policy styles. This allows an integrated and coherent frame-
work to be developed that can account for both policy change and stability

Analyzing these policy dynamics is the focus of Part II, which uses the 
model of the policy cycle to set out the postulated steps through which policy 
processes unfold and examines each in turn. As noted above, this stylized model 
of the policy cycle sees public policy-making as a socio-political process involving 
characteristic stages from the articulation of public problems to the adoption and 
implementation of expected solutions to them. Examining these activities indi-
vidually allows us to highlight the operative factors and forces at work in each 
distinct stage of the cycle, from agenda-setting, formulation, decision-making, and 
implementation to evaluation and then back through the same process once again 
in successive iterations of the cycle. Each of Chapters 4 to 8 examines a critical 
component or stage of the public policy process. How and why do public concerns 
make their way onto the government’s agenda, and what consequences ensue for 
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future policy-making? How and why do some individuals and groups enjoy priv-
ileged input into the formulation of governmental policy options, and what im-
pact does this have? How and why do governments typically decide on a specific 
course of action and with what results? Why do governments select the types of 
policy instruments they do, and how do these choices affect policy outcomes? 
How are government actions and choices typically evaluated, and to what extent 
does this contribute to policy learning and improved policy-making? These and 
other questions are posed and answered in each chapter in this section.

Finally, Chapter 9 sets out conclusions about studying policy, drawing on the 
general relationships among actors, structures, and ideas outlined in the book. It 
presents the general pattern of the evolution of policy-making in multiple policy 
sectors, and discusses the reasons why policies often develop and change through 
an increasingly constrained or “path-dependent” process resulting in sporadic ep-
isodes of disruptive policy change through upheavals in established policy orders 
(Gersick, 1991; Baumgartner & Jones, 1993). The representation of policy-making 
as a cycle of problem-solving attempts, which results in “policy learning” through 
the repeated analysis of problems and experimentation with solutions, is a central 
approach and insight of the book.

Study Questions
1. What ideas about policy do different conceptions of public policy-making share 

in common?

2. What is the difference between policy studies and policy analysis? How do posi-
tivist and post-positivist assumptions and methodologies colour and inform these 
activities?

3. How useful is the policy cycle model for understanding public policy? What are 
its strengths and limits?

4. What are the three main components of policy capacity that governments, orga-
nizations, and policy managers need? How are they related to each other?

5. What is a policy style? What is a policy regime? How are they related, and why 
are they important?
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Chapter 2
❖

Understanding Public Policy
Theoretical Approaches

Peter DeLeon’s observation that policy studies have a long history and a short 
past is an apt point of departure for exploring theories found in the discipline 

about how public policy is made. As he points out, while the actions of govern-
ment have been a focus of examination over many centuries, their systematic 
analysis using the conceptual frameworks of the policy sciences dates back less 
than one century (deLeon, 1994; Peters, 1999). Even in the short time period 
that the discipline has existed, however, the policy sciences have been charac-
terized by a surprisingly large number of overlapping, yet distinct, perspectives 
and approaches (Sabatier, 1999b; Schlager, 1999). In this chapter we outline the 
main perspectives on studying public policy found in the literature, point out 
their strengths and weaknesses, and suggest how they may be synthesized for a 
better understanding of the subject.

Evolution of the Policy Sciences
Policy science emerged in North America and Europe following World War II 
as scholars sought new understandings of the relationship between governments 
and citizens that could better explain the tremendous growth of public-sector 
activity involved in creating increasingly ambitious economic and social programs 
(deLeon & Martell, 2006; deLeon, 2006). Before the era of big and active govern-
ments, studies of political life tended to focus either on the normative and moral 
dimensions of governing, or on the minutiae of how specific legal and political 
institutions functioned.

At one end of this analytical spectrum, scholars concerned with the nor-
mative or moral dimensions of government studied the great texts of political 
philosophy, seeking insights into the purpose of governing and the actions that 
those holding power should take to enable citizens to attain the good life. These 
inquiries generated rich discussions on the nature of the society, the role of the 
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state, and the rights and responsibilities of citizens and governments. However, 
the gap between prescriptive political theory and the political practices of mod-
ern states that emerged during and after World War II led to a search for new 
methods of examining politics that could reconcile political theory and practice 
through systematic evaluation of government outputs and outcomes (Torgerson, 
1990; Smith, 1982).

At the other end of the spectrum, scholars interested in the institutions of 
government had been conducting detailed empirical examinations of legislatures, 
courts, and bureaucracies while generally ignoring the normative aspects of these 
institutions. Such studies of formal political institutions excelled in attention to 
detail and procedure but remained mostly descriptive, failing to generate the 
basis for evaluating their strengths and weaknesses in the new era of large public 
programs, or their effects on policy deliberations and choices. In the immediate 
post-war decades of decolonization and Cold War rivalry between capitalism and 
communism, when the reconstruction and restructuring of defeated states such 
as Germany and Japan occurred and new institutions of international governance 
were established, students of politics sought an approach that would connect 
their examination of governmental processes and structures more directly with 
substantive questions of justice, equity, and the pursuit of social, economic, and 
political development (Mead, 1985).

In this context of change and reassessment, several new approaches to 
studying politics appeared. Some focused on the micro level of human behaviour 
and the psychology of citizens, electors, leaders, and followers, while others 
concentrated on the characteristics of national societies and cultures, or on 
the attributes of national and global political systems. Interest in most of these 
 approaches—behaviouralism, elite studies, studies of political culture, and po-
litical cybernetics—waned as scholars struggled with their limitations (Cairns, 
1974; Schaefer, 1974). Only the policy science perspective has continued to de-
velop as an application to understand public policy.

Contemporary studies in public policy focus less on the structure of gov-
ernments or the behaviour of political actors, or on what governments should 
or should not do, and more on what governments actually do. This approach fo-
cuses on the development of generalizations and laws about public policies and 
public policy-making, or, as its originators deemed it, policy science. It is cross- 
disciplinary, involving economists in the evaluation of market mechanisms, po-
litical scientists, and others interested in governance and a range of others from 
transportation engineers to criminologists interested in government activities in 
their sectors.

Pioneered by Harold Lasswell and others in the United States and the 
United Kingdom, policy science was intended to reintegrate the study of political 
theory and political practice without falling into the sterility of formal, legal stud-
ies (Lasswell, 1951; Torgerson, 1990).
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Lasswell proposed that policy science had three distinct characteristics that 
would set it apart from earlier approaches. In his view, it was multi-disciplinary, 
problem-solving, and explicitly normative. By multi-disciplinary, Lasswell meant 
that policy science should break away from the narrow study of political institu-
tions and structures and embrace the work and findings of such fields as sociol-
ogy and economics, law and politics. By problem-solving, he referred to a vision 
of policy science adhering strictly to the canon of relevance, orienting itself to-
ward the solution of real-world problems and not engaging in esoteric academic 
debates. By explicitly normative, Lasswell meant that policy science should not 
be cloaked in the guise of “scientific objectivity,” but should recognize the im-
possibility of separating goals and means, or values and techniques, in the study 
of government actions (Torgerson, 1983). He expected policy analysts to clearly 
identify their preferred solution when multiple options were being considered.

This conceptual orientation toward government activities and their conse-
quences remains with us and shapes the focus of this book. However, the pas-
sage of time has changed three specific components of the policy orientation that 
Lasswell first identified (Garson, 1986; deLeon, 1986, 1988; Hansen, 1983). First, 
over the past half century the principal concern of many policy scholars with 
concrete problem-solving has waned. At the outset, it was hoped that studying 
public policy-making and its outcomes would yield conclusions and recommenda-
tions directly applicable to existing social problems. Although laudable, this hope 
foundered on adversarial dynamics of the policy process in which governments 
often proved resistant to “expert” advice on subjects with which they were dealing 
(Wildavsky, 1979; Ascher, 1986; Sharpe, 1975). In the real world of public policy, 
technically superior analysis was often subordinated to political concerns and 
preferences (Fischer, 2007a; Weiss, 1983).

Second, and relatedly, while the emphasis on multi-disciplinarity remains, a 
large body of literature now focuses on explaining policy in its own terms. Policy 
science has become very much of a discipline in itself, with a unique set of con-
cepts and concerns and a vocabulary and terminology all its own (Fishman, 1991). 
Although many of these concepts have been borrowed from other disciplines, 
they have acquired a particular meaning when used in the context of studying 
public policy. Furthermore, the concept of multi-disciplinarity has changed in 
the sense that policy scholars now take it for granted that they must borrow from 
other disciplines and must be experts in at least two fields: the concepts and con-
cerns of policy science, and the history and issues present in the substantive area 
of policy, or the “policy field,” from health policy to energy policy and beyond, that 
they wish to understand (Anderson, 1979a).

Finally, the calls for the policy sciences to remain explicitly normative have 
also changed over time, although to a lesser extent than the other founding prin-
ciples. For the most part, policy scholars have refused to exclude values from their 
analyses and have insisted on evaluating both the goals and the means of policy, 
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as well as the process of policy-making itself. This is very clear, for  example, in 
post-positivist approaches. However, analysts’ desire to prescribe specific goals 
and norms declined with an increasing realization of the intractability of many 
public problems. Hence, many investigators now either evaluate policies in terms 
of simple measures such as efficiency or effectiveness, or use the record of policy 
efforts to assess if they were directed at achievement of the stated goals, in either 
case without considering the desirability or rationality of the goals themselves 
(Greenberg et al., 1977; deLeon, 1994; Yanow, 2007).

As these changes occurred, some observers began to castigate the notion of 
a policy “science” and to equate its promotion with that of similarly ambitious 
endeavours in an era of unrealized hopes and expectations such as social engi-
neering and government planning (Tribe, 1972; Pielke, 2004; Wedel et al., 2005). 
Although sometimes justified by the inflated claims of individual policy studies, 
this criticism should serve as a warning against premature or ill-founded prescrip-
tions or excessive conceptual sophistry, rather than as a rejection of the need to 
undertake the systematic study of government actions. To the extent that the pol-
icy sciences have developed a significant body of empirical and theoretical studies 
of the activities of numerous governments around the globe, the early efforts and 
dicta of Lasswell remain valuable and continue to provide the foundation upon 
which the study of public policy is conducted (Wagner et al., 1991; Torgerson, 
1983; Levin-Waldman, 2005).

In general, contemporary policy studies rely on one of two broad methods of 
analysis: deductive and inductive. Some analysts rely on a deductive method in 
which understanding is developed largely on the basis of applying general presup-
positions, concepts, or principles to specific phenomena. This is true, for example, 
of many economic approaches that postulate certain psychological motivations and 
mechanisms through which policy actors arrive at their choices and that inform 
their decisions. Other approaches are less grounded in predetermined principles 
and apply inductive methods that develop generalizations on the basis of careful 
observation of empirical phenomena and subsequent testing of these generaliza-
tions against other cases (Lundquist, 1987; Przeworski, 1987; Hawkesworth, 1992).

Public choice, Marxist, and some economic institutionalist theories are 
examples of deductive theories whereas group theories like pluralism and cor-
poratism, most feminist and gender-based analyses and historical and sociolog-
ical neo-institutionalist and statist theories are examples of inductive theories. 
 Although neither analytical method guarantees a clearer insight into the contin-
gent and idiosyncratic circumstances of policy development than the other, the 
deductive and inductive methods each rely upon depict different attributes of 
policy-making and highlights distinctive policy dynamics (see Almond & Genco, 
1977). Each of these approaches is discussed in detail below. First, however, the 
issue of whether or not it is possible to arrive at lawlike scientific findings in the 
area of policy studies needs to be considered.
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Approaches to Public Policy Analysis: 
Positivism and Post-Positivism Revisited
Unlike the sciences for studying physical phenomena, there is no universally 
recognized and accepted methodology for analyzing policy problems. Instead, a 
range of skills and techniques—drawn from, for example, law, economics, sta-
tistical methods, organizational analysis, budgeting, etc.—are used to study pol-
icy problems and solutions. The education of policy analysts during the post-war 
decades focused on generic analytical tools, along with cases, workshops, and 
simulations to illustrate how to choose analytical tools appropriate to specific cir-
cumstances and contexts that can be considered to be largely “positive.” Although 
the idea was often to demonstrate how the “art and craft” of policy analysis was 
based on inductive as opposed to deductive reasoning and proceeded through 
matching tools with context (Wildavsky, 1979; Vining & Weimer, 2002; Guess & 
Franham, 1989; Weimer, 1992; Bardach, 2000; Geva-May & Wildavsky, 1997), it 
retained many aspects of traditional “positivist” social inquiry geared to the use of 
“neutral” analytical techniques expected to reveal replicable and lawlike patterns 
of policy behaviour.

However, while practitioners and those who trained them concentrated on ac-
quiring insights into which analytical approaches and applications would “work” 
in a given context and reveal these patterns, other policy scholars sought to dis-
cern broader general patterns of policy analysis, influence, and effectiveness. In 
so doing, they adopted “post-positivist” methods that allowed for more contingent 
findings and observations about the difficulties or impossibility of neutral or dis-
passionate analysis of social and political phenomenon such as government deci-
sion-making and resource allocation (Thissen & Twaalfhoven, 2001). Empirical 
studies of the ways in which policy analysis is generated, interpreted, and utilized 
taken by such scholars revealed how these processes were constructed and af-
fected by the needs and beliefs of ultimate users, the delicacy of political rela-
tions, cooperation, and conflicts among decision-makers, the history of previous 
policy reforms, individual personalities and agendas, organizational routines, and 
other similar factors (Weiss, 1977a, 1977b; Sabatier, 1987; Shulock, 1999). These 
studies showed, on the one hand, that “one size does not fit all”: that is, that an-
alytic opportunities are often idiosyncratic, requiring pragmatic judgment of the 
appropriate techniques to apply in specific circumstances. On the other hand, 
they also showed that governments tended to develop long-term preferences for 
specific types of analysis and outputs.

One corollary of this post-positivist project was to show that successful 
modes of policy analysis and policy formulation are not simply a matter of the 
choice and skill of policy analysts and managers, but are conditioned by contex-
tual elements that favour particular techniques and preferences (Shulock, 1999; 
Radin, 2000). These can include a penchant for the use of traditional “technical” 
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tools such as cost–benefit analysis, for example, but can also involve the use of al-
ternate or complementary techniques such as the frequent use of public consulta-
tion or stakeholder participation, or simply an entrenched preference for specific 
policy instruments (Richardson et al., 1982; Van Waarden, 1995; Howlett, 2000).

Taken together, both sets of studies showed how public policy is, above all, a 
practical discipline whose explicit purpose is to advise policy-makers on how best 
to address public problems, however it is that “best” is defined.

Positivist Approaches to Policy Analysis

The mainstream in prescriptive policy analysis consists of applying principles 
from economics, especially welfare economics, to public problems. While vari-
ous approaches exist to examine public problems and propose solutions to them, 
the vast majority of formal analyses rely on ideas and techniques drawn from 
economics. The proponents of this approach usually describe themselves as “pol-
icy analysts,” although their critics refer to them as “positivist” or “rationalist,” in 
reference to their scientific leanings and claims to objectivity and neutrality. Pos-
itivist approaches to studying policy embrace scientific rationality and view policy 
analysis as part of the quest to uncover objective knowledge, in this case about 
government decision-making and its causes and consequences.

Indeed, much of what is identified as policy analysis research is often only 
very thinly veiled applied welfare economics, even though this is rarely stated ex-
plicitly (Weimer & Vining, 1999). The proponents of welfare economics, similar 
to other mainstream economists, accept a priori that the market is the most effi-
cient mechanism for allocating society’s resources, but unlike many traditional or 
“classical” economists also admit that markets do not work properly under all cir-
cumstances. In such special instances, referred to as market failures, they argue 
that political institutions should act to supplement or replace markets to produce 
better overall social welfare outcomes. This gives them a reason to carefully in-
vestigate government actions rather than dismiss them as inherently distortionary 
or inefficient as do many of their classical counterparts.

The principles of welfare economics were first worked out by the British 
economist Alfred Pigou (1932) during World War I. Although he identified only 
a small number of specific market failures—mainly natural monopoly and pub-
lic goods—later theorists argued the existence of many more instances of such 
failures (Bator, 1958; Zerbe & McCurdy, 1999). The market failures on which 
there is broad agreement among welfare economists include public goods,  natural 
monopolies, externalities, imperfect information, and the tragedy of the commons. 
Others exist but are more contested, such as moral hazard or informational 
asymmetries.

These problematic types of social activities are identified by noting that all 
goods and services in society can be divided into a relatively small number of 
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types. A popular scheme for doing so identifies four ideal types according to 
the transactional criteria of “exclusivity” and “exhaustiveness” (Ostrom, 2003). 
“Exclusivity” (also known as non-rival consumption) refers to transactions involv-
ing a good or service limited to the consumption or use by a single consumer, 
while “exhaustiveness” refers to goods and services whose consumption dimin-
ishes their availability to others. These criteria of exclusivity and exhaustiveness 
generate four types of goods and services, as listed in Figure 2.1, and are used by 
welfare economists and many policy analysts to determine the need for govern-
ment action.

In this view, pure private goods make up the bulk of goods and services 
produced in society. These goods or services, such as food, can be divided up 
for exclusive sale and are no longer available to others after their consumption 
and can usually be delivered effectively through the market mechanism. At the 
other extreme are pure public goods or services, such as street lighting, which 
cannot be parcelled out and are consumed by numerous users without dimin-
ishing the sum of the good available. These, it is argued, will not generate prof-
its for suppliers and therefore must be supplied by non-market actors, such as 
governments, who can fund their supply through the tax system. Between the 
two are toll goods and common-pool goods. The former include semi-public goods 
such as bridges or highways, which do not diminish in quantity after use but for 
whose use it is possible to charge. These can be provided by either market or 
non-market means. Common-pool goods are those, like fish in the ocean, whose 
usage cannot be directly charged to individuals but whose quantity is reduced 
by consumption. These require a non-market organization, like a government, 
to ration their supply, which will otherwise be quickly exhausted by competitive 
market firms.

Market Failures
Natural monopoly refers to toll goods, which can be negatively affected by eco-
nomic (and sometimes political) behaviour in certain industries with large capital 
requirements and disproportionate returns to scale that tend to promote a sin-
gle firm over its competitors. In industries such as telecommunications, utilities, 

Figure 2.1 Taxonomy of Goods and Services in Welfare Economics

Exhaustiveness

High Low

Exclusivity
High Private Good Toll Good

Low Common-Pool Good Public Good

Source: Adapted from E.S. Savas, Alternatives for Delivering Public Services: Toward Improved 
Performance (Boulder, Colo.: Westview Press, 1977).
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electricity, and railways, the first company to establish the necessary infrastruc-
ture, if unregulated, enjoys cost advantages that make it difficult for other firms 
to compete using the same technology. The lack of competition, when it occurs, 
can lead to a reduction in the society’s economic welfare if monopoly prices are 
charged for these goods or services. Governments can correct this problem by 
regulating prices and other aspects of the good or service provided in order to 
prevent the exercise of monopoly market power by early entrant firms.

Imperfect information affects private and toll goods and occurs when con-
sumers and/or producers lack the information necessary to make rational deci-
sions. Unregulated pharmaceutical firms, for instance, have no incentive to reveal 
adverse side effects of their products, nor do consumers have the expertise re-
quired to evaluate such products prior to their use. As a result, consumption and 
investment decisions may be taken that do not serve the private (and thus public) 
interest, justifying government action to mandate information disclosure.

In the presence of externalities, too, the market is deemed to fail. These in-
volve situations in all types of goods in which production costs are not borne by 
producers (“internalized”) but rather passed on to others outside (external to) the 
production process. The most often cited example of an externality relates to the 
costs of air, water, or land pollution that a company in pursuit of reduced costs 
and increased profits imposes on the society as a whole or on specific segments 
of it. This occurs, for instance, when a pulp mill discharges pollutants into a 
nearby waterway and affects the environment or a fishery. In this context, the 
costs of dealing with the pollution are externalized to fishers or the public who 
pay the cost of the pollution. There may also be positive externalities, as when a 
person getting immunization improves others’ health by reducing the instance of 
epidemics, or when a person benefits from public education to become a better 
employee, although the beneficiaries do not incur any price or cost for that ad-
vantage. In either case, government action is seen to be justified to ensure that 
producers bear all the costs accruing to, and/or reap all the benefits stemming 
from, their activities.

The tragedy of the commons is a market failure that occurs when common-pool 
resources, such as fisheries, pastures, or forests, are exploited without a require-
ment to maintain the resource for future use. In these circumstances, individual 
users, whether farmers pasturing their cattle on the local common land or multi-
national seafood or forestry corporations, often benefit from increasing their use 
of the resource in the short term, although all users will suffer in the long term 
following depletion of the resource. This destruction of the commons’ ecosystem 
is said to justify government action to ration production among resource users.

Destructive competition is a controversial market failure that is deemed to 
exist when aggressive competition between firms causes negative side effects on 
workers and society (Utton, 1986). This usually involves private goods, although 
it can involve tool goods (such as when too many ferries serve a community, 
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drive down prices, and then go out of business as a result) and can also involve 
 common-pool goods, as the “tragedy of the commons” example provided above 
illustrates. It is argued that excessive competition can drive down profit margins 
and lead to the unnecessary reduction of safety and working conditions, adversely 
affecting overall social welfare. Local mobility around the world is now experi-
encing such dynamics because of the relative ease with which drivers can enter 
the market to offer paid rides using platforms like Uber, Lyft, and Didi. These 
services can undercut existing taxi firms and one another other until fares crash, 
negatively affecting many producers and consumers. Like tragedies of the com-
mons and the situation with common-pool goods, this instability is said to sup-
port government regulation of market entry in order to prevent over-competition.

Government Failure
Sustained criticisms of the vague criteria used to define market failures led many 
welfare economists to attempt to reconceptualize the original notion. One way this 
was done was to argue that market failures are, in fact, only one side of an equa-
tion and that there are also inherent limitations to the government’s ability to cor-
rect market failures, which can make such rescue efforts backfire or render them 
ineffective. They posit that in several specific instances—government failures—
the state cannot improve on the market, despite the latter’s failings (Le Grand & 
Robinson, 1984; Mayntz, 1993a; Dollery & Worthington, 1996; Bozeman, 2002).

One such failure is seen to result from the inherent gap that exists between 
legislative or political intent and administrative practice. This principal–agent 
problem was frequently held up as a major reason for the shortcomings associated 
with government failure (see Kerr, 1976; Ingram & Mann, 1980b; Mulford, 1978). 
In this policy-specific use of principal–agent theory, these gaps were viewed as 
the inevitable results of the structure of political and administrative institutions 
in modern states in which decision-makers must delegate responsibility for imple-
mentation to officials whose subsequent behaviour they only indirectly control.

The existence of structural discretion on the part of the administrative 
“agents” of political “principals” provided a powerful explanation for inefficient 
or in effective administrative implementation of government policy, stemming 
as it did from the common practice in government whereby laws passed by the 
political branches of government are put into effect through regulations devel-
oped by administrative agencies responsible for implementing the laws. This legal 
framework establishes a particular kind of principal–agent relationship between 
politicians and administrators in which there is an inherent problem of securing 
the latter’s compliance (see Cook & Wood, 1989; Gormley, 1989). Administrators 
have their own understanding, ambitions, and fiscal and knowledge resources 
that may take policies a long way from the objectives originally conceived by 
decision-makers.
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This structural problem is compounded by the complex relationships exist-
ing among policies and policy actors. For example, many policies demand action 
by multiple government agencies. This requires another administrative layer of 
inter-organizational coordination by specialized administrative entities, such as 
interdepartmental or intergovernmental committees, or so-called “staff” or “cen-
tral agencies,” which can further exacerbate principal–agent dilemmas by adding 
additional layers of ideas and interests between the policy objective and its real-
ization (see Smith et al., 1993; Campbell & Szablowski, 1979; Mayntz, 1993b; 
Rogers & Whetton, 1982). And in many cases, these efforts occur at different 
levels of government—local, state, national, regional, or international—which 
furthers this complexity. Given this diversity of actors and interests involved in 
addressing problems, the possibility increases that multiple, and not necessarily 
commensurable, analytical frameworks will have been applied to a policy issue. 
Four specific instances of such common government failure are frequently cited: 
organizational displacement, rising costs, derived externalities, and the  principal–
agent problem.

Organizational displacement is the situation in which an administrative 
agency charged with producing a particular good or service eventually displaces 
publicly sanctioned goals with its own private or organizational ones. These may 
extend to maximizing its budget or power or whatever else the organization val-
ues. In such circumstances, government action to correct market failure such as 
a natural monopoly with a governmental one may simply increase inefficiency. 
Thus, it is argued that they should refrain from doing so over the long term and 
intervene only for a shorter period of time, after which the determination of activ-
ities should be returned to the market where possible (Weimer & Vining, 1992).

Rising costs are another instance of government failure. Governments receive 
tax revenues and, unlike their private counterparts, are not under pressure to 
generate revenues by competing in the marketplace. Without the fear of going 
bankrupt, a real possibility for private producers, it is argued that governments do 
not have the same incentive to control expenses and instead may allow them to 
grow continually. Again, it is argued that because of this limitation, a government 
must carefully weigh the costs and benefits of altering market relations, and that 
in some cases allowing “minor” market failures to persist may be cheaper than 
engineering a government takeover of that activity (Le Grand & Robinson, 1984).

Derived externalities are a third frequently cited such failure. These “are 
side effects that are not realized by the agency responsible for creating them, 
and hence do not affect the agency’s calculations or behaviour” (Wolf, 1988: 77). 
Certain government actions, such as healthcare provision, have a broad impact 
on society and the economy and can have the effect of excluding viable market- 
produced goods and services, negatively affecting overall levels of social welfare 
(Wolf, 1979; Le Grand, 1991; Weimer & Vining, 1999: 194). Again, this sug-
gests that government replacement of market-based goods and service production 
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should be carefully assessed, and that the “opportunity costs” associated with 
such actions should be factored into the government decision-making calculus.

The exact status and causes of government and market failures remain con-
troversial and largely inductively derived but, nevertheless, welfare economists 
advanced a theory of public policy-making built on these concepts. They argued 
that governments have a responsibility to try to correct market failures because 
if they do not, society will be left with suboptimal social outcomes. In this view, 
governments facing a demand for action should first determine if a market failure 
is causing a social problem; only if one is found should the government intervene 
to correct it (Stokey & Zeckhauser, 1978). However, even then, in order to avoid 
government failures, policy-makers must carefully evaluate their own capacity 
to correct the identified market failure before acting, taking into account both 
common government failings and inherent principal–agent problems (Vining & 
Weimer, 1990; Weimer & Vining, 1992).

Elegant and logical as the welfare economist’s conception of public 
 policy-making appears, it rarely reflects real-world policy-making, as governments 
almost never make their policies in the manner assumed by this theory. Even if 
one could identify the most efficient and effective policy, which is difficult given 
the limitations innate to the social sciences, the actual policy is commonly cho-
sen in response to political pressures, ideologies, and self-interests, among other 
factors unrelated to market or government failures. As such, the technical anal-
yses generated by welfare economists are often merely another political resource 
used by proponents of one or another option for government action or inaction to 
further their claims (Weiss, 1977b).

Only in very specific circumstances when welfare economists happen to be 
policy-makers—as happens at times in some countries’ policy sectors, such as 
taxation or fiscal management—would one expect political decisions to be based 
largely on the criteria defined by welfare economists (Markoff & Montecinos, 
1993). The neglect of political variables by welfare economics has led its critics to 
describe it as “a myth, a theoretical illusion” that promotes “a false and naive view 
of the policy process” (Minogue, 1983: 76; Hogwood & Gunn, 1984: 50–1) and to 
propose a more politically informed, alternative, view.

Post-Positivist Approaches to Policy Analysis

This alternative view has been labelled many things but can usefully be de-
scribed as “post-positivist” in the sense that it claims to have moved beyond or 
transcended the limits of earlier “positivist” thinking. Post-positivism and the as-
sociated “argumentative turn” in public policy emerged in the early 1990s follow-
ing widespread dissatisfaction with the technocratic direction the discipline had 
taken in the preceding decades following “positivist” welfare economics maxims. 
Many of the critics of mainstream public policy analysis based on the welfare 
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economics approach described in the preceding section banded together under 
the label of “post-positivism” with the explicit objective of going beyond techno-
cratic positivism, which is a strong version of the empiricism they felt incorrectly 
informed welfare economic analysis.

Unlike welfare economists, however, post-positivists are a disparate collec-
tion of scholars bound mainly by their common purpose of generating usable 
policy analysis through reliance on political and social analysis of public prob-
lems and policy-making processes and outcomes. They include many feminist 
and gender policy scholars, “interpretive policy analysts,” narratologists, “dis-
course theorists,” and others. Indeed, any effort to draw up a single blueprint 
for post-positivist analysis would be anathema for its proponents because of the 
importance attributed to contextual socio-political factors, which by definition 
vary across sectors, issues, and cases and which discourage any kind of method-
ological hegemony or uniformity (Dryzek, 1990; Fischer, 2003, 1998; Forester, 
1993; Morcöl, 2002; Hajer & Wagenaar, 2003; Majone, 1989; Stone, 1988).

Post-positivists do, however, generally argue that mainstream policy analysts 
informed by welfare economics and other similar approaches are misguided in 
their obsession with quantitative methods, the objective separation of facts and 
values, and generalizable findings independent of particular social contexts—all 
hallmarks of “positivist” thinking. They embrace subjective reflection, normative 
analysis, and the study of argumentation and policy narratives and discourses as 
more fruitful tools for understanding public policies and policy-making. Although 
post-positivists are influenced by general social philosophies and methods such 
as critical theory, post-structuralism, postmodernism, and social constructivism, 
which tend to deny the existence of an objective realm of facts independent of 
the observer, they are often not against objectivity and empirical analysis, per se. 
Rather, they believe that in the policy realm, (positivist) empirical analysis needs 
to be combined with (post-positivist) normative or interpretive analysis because 
the two are inseparable in policy-making, a position that was also argued explic-
itly by founders of the policy sciences such as Harold Lasswell (see above).

Post-positivists believe that the almost exclusive emphasis on empirical 
evidence found in positivist analyses is seriously misguided on both method-
ological and ethical grounds. The instrumental, ends–means calculations on 
which welfare economics-inspired policy analysts spend so much effort, they 
argue, are mistaken because policies rarely have unambiguous goals, and rarely 
do policy-makers choose the most efficient means of achieving them. Instead, 
they suggest, policy goals and means are products of constant conflict and ne-
gotiation among policy-makers guided by their values and interests and shaped 
by a variety of contingent circumstances. By ignoring or downplaying partisan 
politics and value conflicts among policy-makers, post-positivists accuse positiv-
ists of failing to highlight or investigate the most vital elements that shape policy 
(Dryzek, 2002).
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Many post-positivists not only find positivist policy analysis to be lacking 
in comprehending reality, but also object to it on ethical grounds, arguing it 
promotes “top-down” bureaucratic policy management and stifles democracy 
and participation (Heineman et al., 1990). By emphasizing efficiency and effec-
tiveness in their assessment and design of the means to achieve goals, positivist 
analysis, they argue, promotes a “technocratic form” of governance charac-
terized by efforts to promote experts to decision-making roles and to lead to 
a general disdain for politics in policy-making. As Frank Fischer (2007a: 97) 
noted with respect to many traditional positivist policy analysts and scholars, 
“If pluralist politics and competing interests don’t fit into the methodological 
scheme, then politics is the problem. Some have gone so far as to argue that 
the political system itself must be rearranged to better suit the requirements of 
policy analysis.”

However, unlike the model of market governance failure inspired by wel-
fare economics and used by positivist policy analysts, there is no set formula for 
post-positivist analysis because post-positivism is not a formal theory. Rather, it 
is more appropriate to describe it as an “orientation” whose proponents are bound 
by some core common beliefs. They start from the assumption that there is no 
incontrovertible or “objective” understanding of policy problems or solutions, as 
positivists claim. Instead, they explicitly recognize that all knowledge is con-
testable and that this contestation takes place throughout the policy process 
(Fischer, 2007b: 224). Post-positivists make no pretense of analytical objectivity 
and political  neutrality but take on the role of “deliberative practitioners operating 
within a clear value framework that promotes greater social and political  equity” 
(Burton, 2006: 174). In the present era, that often involves post- positivists in 
 debates around intersectionality or the manner in which concerns around power, 
 diversity, and biases toward citizens based on race, class, or gender are mani-
fested (Hankivsky & Cormier, 2011; Collins, 2016).

The need to promote democracy and public participation occupies a central 
place in post-positivist thinking in the same way that a faith in market inspires 
most positivist approaches (Dryzek, 2002). As we have seen, traditional policy 
analysis is criticized for its technocratic and pro-market orientation, which ex-
cludes ordinary citizens from the policy process and often reduces them to the 
status of consumers (Durning, 1999; Hajer & Wagenaar, 2003). To address the 
lacunae, post-positivists ascribe central importance to providing “access and ex-
planation of data to all parties, to empower the public to understand analyses, 
and to promote serious public discourse” (Fischer, 2003: 15). In this approach, 
the policy analyst is more a facilitator than an arbiter or a designer. In their role as 
facilitator, policy analysts can promote policy deliberations by reducing inequal-
ities among participants “so that a consensus around policy is achieved more by 
the inherent power of argument than by the status of the person advancing it” 
(Burton, 2006: 182).
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Understandably, then, post-positivists place a great deal of emphasis on giv-
ing citizens the information they need to participate meaningfully in the policy 
process. From this viewpoint, participatory policy analysis is desirable not only 
because it is more democratic but also because it is seen to lead to better poli-
cies and more effective implementation by enhancing diversity and bringing more 
viewpoints to bear on a policy problem than is the case with a top-down, techno-
cratic orientation (Johnson, 2017). According to Dryzek (2002: 35),

A more participatory policy process helps to create more effective and 
competent citizens, who are also more effective problem solvers, within 
the policy process and beyond. They are also more capable of construct-
ing productive relationships with others concerned with different facets 
of complex problems.

Public participation in the policy process has the additional benefit of generat-
ing social capital, which not only helps solve immediate problems but also strength-
ens the government and society’s overall capacity for addressing public problems 
in the future (Dryzek, 2002). This is especially germane, it is argued, since many 
policies are increasingly made not by politicians responding to voters’ sentiments 
but by unelected officials influenced by powerful special interest groups and far 
removed from the concerns of the general public. Only an organized dialogue be-
tween the bureaucracy and the public, it is argued, can allow generation of alterna-
tives that effectively address the latter’s needs (Hajer & Wagenaar, 2003).

Arguments, therefore, are the basic unit of analysis in post-positivism and 
interpretive discourse or discursive analysis its primary methodology. As Majone 
(1989: 7) explains, “the job of policy analyst consists in large part of producing 
evidence and arguments to be used in the course of public debate.” In the post- 
positivist view, persuasion through argumentation plays a vital role at every stage 
of the policy process. From agenda-setting to policy evaluation, the policy pro-
cess is essentially a “rhetorical and interpretative” exercise in which protagonists 
engage in discourses intended to both define and further their ideas and inter-
ests. As Fischer (2007b: 227) puts it, “In politics, politicians and policy decision- 
makers put forth proposals about what to do based on normative arguments. 
Empirical analysis comes into play but only when there are reasons to question or 
explore the factual aspects of the argument.”

Legal argumentation, in which different protagonists prepare arguments for 
and against particular policy positions, offers a template for what post-positivist 
analysis and policy formulation look like. The opposing analyses take the form of 
a debate in which participants not only present arguments but also disclose their 
norms, values, and circumstances. Fischer (2007b) explains:

In such a policy debate, each party would confront the others with coun-
terproposals based on varying perceptions of the facts. The participants 
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would organize the established data and fit them into the world views 
that underline their own arguments. The criteria for rejecting or accept-
ing a proposal would be the same grounds as those for accepting or re-
jecting a counterproposal.

Rules of evidence as used in courts are proposed as a means of assessing 
the conflicting arguments and choosing among them. Such a strategy 
would allow analysts to combine empirical and normative examinations, 
making their efforts pragmatic yet analytically rigorous.

Fischer (2007b: 230) offers “practical reasoning” as a way to deal with conflict-
ing arguments. Unlike mathematical or logical proof, which is either true or false,

practical arguments are only more or less convincing, more or less plau-
sible to a particular audience. What is more, there is no unique way to 
construct a practical argument: data and evidence can be chosen in a 
wide variety of ways from the available information, and there are vari-
ous methods of analysis and ways of ordering values.

All of these allow policy-makers considerable room to use their judgment 
in making a final choice both among the sorts of problems to be addressed and 
among the tools and techniques available to address them.

Post-positivist analysis combining empirical and normative analyses pro-
ceeds at two levels (Fischer, 2007: 232–4). At the micro level, study focuses on 
issues concerning the actual programs in place, the problems they are directed at, 
and those involved in making and implementing the program. Typical questions 
at this level include the following: (1) Does the program fulfill its stated objec-
tive(s)? (2) Does the program fulfill these objectives more efficiently than alterna-
tive means available? and (3) Is the program objective(s) relevant to the problem? 
At the macro level, post-positivist analysis is concerned with abstract goals and 
contexts. Questions at this level include (1) Does the policy goal “contribute value 
for the society as a whole?” and (2) Does the policy goal result in unanticipated 
problems with important societal consequences? Finally, the analyst must ad-
dress the broader values underpinning the conceptualization of public problems 
and efforts to address them.

The greatest strength of post-positivist analyses is that they are sensitive to 
the messy realities of the public policy process, unlike their positivist counter-
parts who tend to have an orderly, even mechanistic, conception of the policy 
realm. For positivists, policy problems are primarily technical issues that can be 
addressed effectively once the right solution is found through rigorous technical 
analysis. Post-positivists correctly point out that technical analysis needs to be 
complemented by the study of other factors, including conflicts based on differ-
ent values and interests.
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One of the limitations of post-positivism, however, is the lack of accepted cri-
teria for evaluating competing arguments. The absence of such criteria promotes 
“relativism in which a commitment to avoid the privileging of any one viewpoint 
becomes a tolerance of anything” (Burton, 2006: 186). A second limitation is that 
the deliberative process on which post-positivists place so much emphasis may 
be hijacked by those who gain from the status quo. The potential losers in any 
change situation are likely to be the most active participants in such processes, 
and they will have an overwhelming interest in scuttling any process that nega-
tively affects them through protracted deliberation. Third, while post-positivists 
correctly point out the importance of value-based discourse, they unwittingly 
underestimate the importance of the material interests in which the discourse 
is grounded. As Burton (2006: 187) warns, “in believing that discourse is every-
thing and that material inequalities can be overcome by discourse alone, it may 
appear not only that words are deeds but that they are sufficient to change society 
for the better.”

The lack of a clear research method—a guide, as it were—also severely 
handicaps those trying to include post-positivism in their teaching curriculum 
and may at least partially explain why it receives scant attention in public pol-
icy syllabi. Although Dryzek (2002: 32) has argued that “most of its proponents 
would say that the whole point is to replace the illusion of certainty with recogni-
tion of the reality of contention and so avoid simplistic recipes,” it does raise the 
level of difficulty for those trying to teach or practise the post-positivist mode of 
policy analysis—unlike the systematically presented welfare economics-inspired 
“positivist” analysis it condemns.

Reconciling the Positivist and Post-Positivist Approaches

Recent empirical work has identified several of the basic parameters of the range 
of analytical styles found in different locales, which fall between the rational 
positivist analyst of the 1960s and 1970s, focused on the quantification of eco-
nomic costs and benefits, and the post-positivist analyst of the 1980s and 1990s, 
concerned with the social construction of policy problems, policy discourses, and 
the politics of the policy process (Radin, 2000). Many observers have denounced 
the penchant of positivists to assert infallible certainty in their analyses (Manski, 
2011, 2013) and looked for a method and way of thinking about policy-making 
that fell between that and the vague precepts of interpretive post-positivism.

Drawing on European experience, Mayer, Van Daalen, and Bots (2001) 
provided a finer-grained dissection of the policy analysis functions that served 
this aim. They noted how both positivist and post-positivist analyses may coexist 
within a given polity or policy sector, and argued that policy analysis in practice 
embraces distinct tasks of research, clarification, design, advice, mediation, and 
democratization.
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Using pairs of these activities, they produced six distinct, but not mutually 
exclusive, styles of policy analysis:

1. Rational. In the traditional positivistic style, researchers apply mainly 
economic and other empirical methods to specific cases. Here, the gen-
eration of new knowledge is the main task of the analyst.

2. Client advice. The analyst provides political and strategic advice to 
clients.

3. Argumentative. The analyst is actively involved in debate and pol-
icy discourse as a distinct independent act or both within and outside 
governments.

4. Interactive. The analyst serves as a facilitator in consultations in which 
key players and participants define their preferred outcome.

5. Participative. The researcher/analyst is an advocate, aggregating and ar-
ticulating the interests of silent players in the policy process: the poor, 
the general interest, or any other actor not represented in the policy 
process.

6. Process. The analyst acts as a “network manager,” steering the policy pro-
cess toward a preferred outcome defined as part of the analytic task.

This framework helped break out of the often sterile debate between positiv-
ist and post-positivist policy analysis and emphasizes the extent to which all types 
of policy analysis are often present in policy-making and how all are also subor-
dinated to larger concerns and analyses in the policy studies tradition around 
knowledge generation and use (Knoepfel et al., 2007).

Approaches to Public Policy Studies: 
Multi-Level, Multi-Disciplinary
This high-level meta-dispute between positivists and post-positivists over the na-
ture of policy knowledge and methods of “formal” policy analysis has affected 
the general approaches taken to explain policy-making and the methods used 
to evaluate or critique public policies within policy studies. However, these dis-
putes have had little effect on policy studies per se, because virtually all theories 
developed to explain the public policy process and its outcomes from a policy 
studies—as opposed to a policy analysis—perspective already assumed that they 
were heavily politicized.

In practice a great many theories, both positivist and post-positivist in na-
ture, generated in fields as diverse as geography, history, economics, sociology, 
and political science, inform work in the policy studies tradition. These theories 
can be differentiated according to the basic unit of analysis used in their investi-
gations. Public choice theory, for example, focuses on the micro-level behaviour of 
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individuals using many concepts and assumptions from classical and neo- classical 
economics, while group and class theories from political science and  sociology 
look at the interaction of organized interests that often mediate between individ-
uals and the state. And adopting the broadest perspective on the subject, insti-
tutional analysis from these three fields as well as studies of law and society and 
others look to the structure of political and economic arrangements, such as the 
role of the bureaucracy, legislatures, and courts, in affecting the policy process 
and policy outputs. These three perspectives (see Figure 2.2) embrace the range 
of focuses found in policy studies. Like the visual variety found in a good movie, 
however, superior policy studies combine wide-angle, mid-range, and close-up 
shots of policy-making in action to highlight different elements of the process. In 
other words, the best policy analyses from a policy studies perspective combine 
elements of these macro-, meso-, and micro-level approaches.

The Welfare Economics approach has already been described in depth above. 
In the following discussion, each of the other approaches is defined and its key 
principles and assumptions are set out. We then assess the strengths and weak-
nesses of each approach in terms of its ability to help understand policy-making, 
including formal policy analysis, and explain the nature of policy outcomes.

Public Choice

Public choice theory is another economistic approach to policy-making and social 
theory more generally that rests on a firm foundation of rationality and draws 
on the values of neo-classical economics to try and explain virtually all aspects 
of human behaviour. It is a deductive theory in that it is based on a rational 
choice framework, which is taken as a given and from which various deductions 
are made concerning policy-relevant and other kinds of activity. The framework 
within which it resides has informed theoretical applications in political science, 
psychology (Tversky & Kahneman, 1986), and sociology (Hechter & Kanazawa, 
1997; Kiser & Hechter, 1991), as well as being a mainstay of economics. The pri-
mary assumption in this perspective is that political actors, like their market eco-
nomic counterparts, act in a “rational” (that is, calculating) fashion to maximize 
their “utility” or “satisfaction.”

Figure 2.2 Levels of Analysis and Examples of Relevant Theories

*Unit of Analysis Deductive Approach Inductive Approach

Individual • Public Choice • Welfare Economics

Collectivity • Class Analysis • Group Analysis: Pluralism and Corporatism

Structures •  Institutionalism and 
Neo-Institutionalism

• Statism
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In this model, political and policy processes and outcomes are understood as 
interactions among actors pursuing their individual self-interest (McLean, 1987; 
Van Winden, 1988; Buchanan, 1980; Kreuger, 1974). Thus, for example, voters 
are deemed to vote for parties and candidates that will best serve their interest 
(Downs, 1957). Politicians are seen as constantly vying for election in order to 
promote their interests in the income, power, and prestige derived from holding 
office, and thus offer policies that will win them voters’ support (Becker, 1958; 
Coase, 1960). Political parties are seen to operate in much the same way as poli-
ticians, devising policy packages that will appeal to voters (Riker, 1962). Bureau-
crats’ self-interest leads them to maximize their budgets because larger budgets 
are a source of power, prestige, perks, and higher salaries (Niskanen, 1971). Dem-
ocratic governments are seen to operate in a perpetual campaign mode, buying 
votes with public money according to the timing of the electoral cycle. There is 
a sizable political business cycle literature built on the proposition that decisions 
that dispense benefits are taken before election while unpopular ones, attributing 
costs, are made soon afterwards (Boddy & Crotty, 1975; Frey, 1978; Locksley, 
1980; Tufte, 1978).

The challenge, following this line of thinking, is to design a political order 
that will channel the self-serving behaviour of participants toward the common 
good along the lines once described by Adam Smith (Buchanan et al., 1978: 17). 
Put simply, for public choice theorists, the same individual utility maximization 
that promotes the general good in the market takes on a decidedly harmful form 
when combined with the ability to compel action available in the political arena. 
This leads public choice theorists to reject most policy analyses and prescriptions 
generated by researchers who tend to see government activity as more benign 
(Rowley, 1983). Instead, they seek to restrain and redirect government interven-
tion to supplementing the market by enforcing and creating property rights so 
that economic forces can operate at a safe distance from political authority and 
allocate resources to benefit the whole society.

The simplicity and logical elegance of public choice, along with the impres-
sive mathematical presentations found in many studies, mask its shortcomings 
(Jones, 2001; Green & Shapiro, 1994). First of all, the theory is based on an 
oversimplification of human psychology and behaviour that does not accord with 
reality. Many political activities, for example, are undertaken for symbolic or rit-
ualistic reasons and to view them in terms of utility maximization is likely to lead 
to misleading conclusions (Zey, 1992).

Second, public choice theory’s oversimplifications regarding human be-
haviour makes for poor predictive capacity. There is no empirical proof, for 
example, that government functions and spending grow inexorably because of 
competition for votes. Many governments around the world have gone to elec-
tions, and been elected, seeking to cut spending on popular social programs. The 
actual fluctuations in government growth patterns are also not new and bear little 
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relationship to the electoral cycle. How and why this variation in government size 
and programming occurs is virtually inexplicable within a public choice frame-
work (Dunleavy, 1986).

A third reason for empirical shortcomings can be found in public choice 
perspective’s heavy reliance on the US experience. By presuming a pattern of 
electoral competition between two parties that requires voters to make “either/
or” choices on contending alternatives, the political reality of multi-party democ-
racies is distorted. The legislative coalitions that are common under multi-party 
representation do not present voters with the clear-cut bidding for support be-
tween “in” and “out” parties found in the US or the UK, since electoral prom-
ises may be overridden by post-election legislative deal-making (Warwick, 2000). 
Needless to say, the theory has nothing to say about policy-making in nondem-
ocratic systems that do not rely on free and competitive elections, a central as-
sumption of the model.

Fourth, the theory is explicitly normative, despite its proponents’ insistence 
that their analysis is “positive” and “value-free.” The notion that only markets 
produce wealth and that the state is a kind of parasite extracting rents from the 
marketplace ignores the important role played by the state in establishing the 
economy’s foundation through property rights and public security and in organiz-
ing key economic activities as education and technological innovation (Dosi et al., 
1988). Thus, public choice theory seeks, in effect, to promote a particular vision 
of orthodox liberalism (also called Neo-conservatism or Neoliberalism) that would 
advance markets wherever possible and severely restrict the scope for government 
activity without empirical justification for doing so (Hood, 1991, 1995, 1998).

Finally, the theory disregards or underestimates the effects of institutional 
factors in shaping actors’ preferences, despite its pretensions toward institutional 
design (Ostrom, 1986a, 1986b). Pioneering public choice theorists tended to re-
gard institutions themselves as malleable according to actors’ preferences and 
were unwilling to fully recognize the durability of institutions and the pervasive 
impact they have on individual behaviour. Indeed, realization of the effects of 
institutional structures on individual choices has moved many rational choice 
theorists to embrace a more subtle and supple approach centred on economistic 
“neo-institutionalism” or “actor-centred institutionalism,” which will be discussed 
in more detail below.

Class Analysis

Class and group theories accord primacy to collective entities, the organized in-
terests and associations that seek to influence policy agendas, policy options, and 
policy outputs. These are thought to exist above and beyond the individuals who 
compose them and thus are not amenable to individual-level analysis. The deduc-
tive variant of this mid-range collective actor perspective is class theory, which 
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ascribes group membership according to certain observable social characteristics, 
whether or not the individuals involved see themselves in those terms. While 
there are several types of class analysis, we will concentrate on the “Marxist” 
variant, which is by far the best known and theoretically developed. In this ap-
proach, class membership is determined by the presence or absence of certain 
characteristics, usually, but not always, related to the nature and structure of the 
economy (Ossowski, 1963).

The mid-nineteenth-century Manifesto of the Communist Party (1848), writ-
ten by Karl Marx and Friedrich Engels, is the best-known articulation of this 
class theory. It grew out of the same political economy tradition as contemporary 
economics but parted ways in the late nineteenth century as more “orthodox” eco-
nomics dropped its concerns for groups and collective actors and instead focused 
on individual behaviour. Marx and Engels conceptualized society as being com-
posed of two classes contesting political and economic powers whose character 
changed throughout history. Society was said to have passed through a number 
of distinct stages (“modes of production”), each of which had particular techno-
logical conditions of production (“means of production”) and a distinct manner in 
which the various actors in the production process related to each other (“class 
structure” or “relations of production”) (Cohen, 1978). In the logic of this model, a 
pure mode of production develops a dichotomous class system consisting of those 
who own the means of production and those who must work for the owners, and 
the relationship between the two groups is inherently adversarial.

Thus, over the course of history slaves battled their owners in slave-holding so-
cieties; serfs contended with landlords in feudal society; and workers struggle with 
owners in capitalist society. Continued class struggle combined with technological 
changes in the means of production lead to eventual collapse of modes of produc-
tion and their replacement by another mode, which in turn is eventually replaced 
by yet another system. Marxist class theory interprets public policies in capitalist 
societies as reflecting the interests of the capitalist class, which has superseded the 
landlord class present in feudal society and the slave-owning class of antiquity. The 
“ruling class” dominance of the economy affords them control over the state and 
what it does. Indeed, according to Marx, the state is merely an instrument in the 
hands of capitalists, who use it for the purposes of maintaining the capitalist system 
and increasing profits (“surplus value”), necessarily at the expense of labour. This 
included at various times, for example, developing imperial systems and colonies.

While this instrumentalist view proved a popular approach to studying pub-
lic policy in many countries and colonies during the 1930s and 1940s, following 
its adoption by the communist government of the Soviet Union after 1917 and 
its dissemination throughout European colonial empires after World War II, by 
the late 1960s in Western Europe it was beginning to be seen as problematic by 
Marxists on two counts. First, even if a policy did serve the interest of capital, it 
was not necessarily true that the policy had been enacted at the behest of capital. 
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To show this, one would have to demonstrate that capitalists issued instructions 
that were faithfully carried out by state officials, proof of which is usually lack-
ing. Second, and more importantly, this approach could not explain policies ad-
opted over the opposition of capitalists. In most capitalist states, for instance, the 
adoption of social welfare policies was vehemently opposed by many capitalists, 
something that cannot be explained if the state is merely an instrument of cap-
ital. Similarly, the proliferation of Keynesian policies in the 1950s and 1960s in 
many countries (Hall, 1989) occurred over the opposition of entrenched business 
interests and cannot be understood without reference to ideological factors influ-
encing state behaviour, just as policies promoting privatization and deregulation 
in many of the same countries in the 1980s (Ikenberry, 1990) cannot be traced 
entirely or directly to the interests of capitalists (Amariglio et al., 1988).

Recognizing this problem forced a reappraisal of the role of the state in Marx-
ist theory (Block, 1980; Foley, 1978; Gough, 1975; Poulantzas, 1978; Therborn, 
1977, 1986).

The traditional Marxist view had to address a broader range of causal factors 
than class analysis. As a result, increased emphasis began to be placed on insti-
tutional or structural factors to account for state activities and behaviour in the 
1960s and 1970s (McLennan, 1989: 117–19). It was recognized that the state not 
only reflects but also plays a crucial role in organizing the economy and shaping 
the mode of production (Cox, 1987). To account for the state devising policies 
opposed by capital, for example, the notion of the relative autonomy of the state 
was developed (Poulantzas, 1973a; Althusser & Balibar, 1977). Nicos Poulantzas, 
for example, argued that conflicts among the various fractions of capital, cou-
pled with the existence of a bureaucracy staffed by individuals drawn from non- 
capitalist classes, permitted the state to have some autonomy from capital. This 
autonomy, in turn, allowed the state to adopt measures favourable to the subordi-
nate classes if such policies were found to be politically unavoidable or necessary 
for promoting the long-term interests of capital in social stability.

Hence, in this “structural” version of neo-Marxism, policy-making was 
still viewed as serving the interest of capital, but not in the same instrumental 
sense previously articulated (Thompson, 1978). The rise of the welfare state, for 
 example, is explained not as a direct response to the needs of capital, but as 
the result of political pressures exerted by the working class on the state (Esp-
ing-Andersen, 1981, 1985; Esping-Andersen & Korpi, 1984). The structural im-
peratives of capitalism are not ignored, however, because they impose limits on 
what the state can do in response to working-class demands. Thus, for example, 
it is argued the welfare state, established by capitalist governments in response to 
working-class demands, was designed in a manner that did not undermine funda-
mental property rights or profits. By introducing a structural component to class 
analysis, however, this version of neo-Marxist social theory, as occurred with pub-
lic choice theory, shifted toward more institutional types of analysis (see below).
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Pluralism

One of the most prominent group-level approaches to studying the middle ranges 
of policy-making is “pluralism,” which originated in the United States in the early 
twentieth century and continues, in one form or another, to dominate American 
political science perspectives on studying politics and policy. “Corporatism,” dis-
cussed below, is a parallel group theory developed in Europe around the same 
time that shares many of the same precepts and principles.

While pluralist thinking can be found in the principles that James Madison 
articulated to justify the 1789 United States Constitution (Madison & Hamilton, 
1961), the doctrine received its first formal expression by Arthur Bentley in 1908. 
The theory has been considerably refined since then, but the fundamental tenets 
remain. Prominent pluralist thinkers include Robert Dahl (1956, 1961), Nelson 
Polsby (1963), and especially David Truman (1964). Many feminist, gender, and 
identity/diversity studies adopt a similar method and were in fact heavily influ-
enced by pluralist thinking about the nature of groups in society and how they 
interact in political and policy processes (Mazur, 2002; Young, 2011; Eisenberg & 
Kymlicka, 2012)

Pluralism is based on the assumption that interest groups are the political 
actors that matter most in shaping public policy. In The Process of Government, 
Bentley argued that societal interests found their concrete manifestation in dif-
ferent groups consisting of individuals with similar concerns and, ultimately, 
that “society itself is nothing other than the complex of the groups that compose 
it.” Truman expanded on Bentley’s notion of a one-to-one correspondence be-
tween interests and groups and argued that two kinds of interests—“latent” and 
“ manifest”—resulted in the creation of two kinds of groups—potential and orga-
nized (Truman, 1964; also see Jordan, 2000). For Truman, latent interests in the 
process of emerging provided the underpinnings for potential groups, which over 
time led to the emergence of organized groups, allowing politics to be seen as a 
more dynamic process than Bentley seemed to depict.

Groups in pluralist theory are not only many and free-forming, they are also 
characterized by overlapping membership and a lack of representational monopoly 
(Schmitter, 1977). That is, the same individual may belong to a number of groups 
for pursuing his or her different interests; a person, for instance, may belong at the 
same time to Greenpeace, the local Chamber of Commerce, and Ducks Unlimited. 
Overlapping membership is said to be a key mechanism for reconciling conflicts and 
promoting cooperation among groups. In addition, the same interest may be repre-
sented by more than one group. Environmental causes, for example, are espoused 
by a large number of groups in every industrialized country. Politics, in the pluralist 
perspective, is the process by which various competing interests and groups are 
reconciled. Public policies are thus a result of competition and collaboration among 
groups working to further their members’ collective interests (Self, 1985).
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Contrary to many critics of this approach, pluralists do not believe that 
all groups are equally influential or that they have equal access to government 
(Smith, 1990: 303–4). In fact, pluralists recognize that groups vary in terms of 
the financial or organizational (personnel, legitimacy, members’ loyalty, or in-
ternal unity) resources they possess and their access to government (Lindblom, 
1968; Lowi, 1969; McConnell, 1966; Schattschneider, 1960). Nevertheless, plu-
ralism does not have a sufficiently developed notion of groups’ varying capacity to 
determine or influence government decision-making.

A more significant problem with the pluralist theory is its inadequate under-
standing of the government’s role in the policy process (Smith, 1990). The gov-
ernment was often thought of not actually as an entity but as a place, an “arena” 
where competing groups met and bargained (Dahl, 1967). A more nuanced re-
formulation subsequently presented government as a “referee” or “umpire” of the 
group struggle. In this view, the state was still ultimately a place where compet-
ing groups met to work out their differences, but this time the government was 
considered a kind of neutral official setting out the rules of group conflict and 
ensuring that groups did not violate them with impunity (Berle, 1959).

This remains an overly simplistic view of how government works, however, as 
public choice scholars such as Mancur Olson (1965) have pointed out, because it 
assumes that public officials do not seek to realize their own interests and ambi-
tions through the control they exert over governmental machinery. It also neglects 
the fact that states often maintain special ties with certain groups and may even 
sponsor establishment of groups where there are none or if those in existence are 
found to be difficult to co-opt or accommodate (Pal, 1993a).

The pluralist notion of the government responding to group pressure is also 
misconceived because it assumes both that pressure is not exerted in the opposite 
direction and that there is a unity of purpose and action by government. Indeed, 
with respect to the latter point, it has been noted that “bureaucratic politics” is a 
pervasive phenomenon that can have a decisive impact on public policies (Allison 
& Halperin, 1972). That is, different departments and agencies often have dif-
ferent interests and conflicting interpretations of the same problem. How these 
differences are resolved has an impact on what policies are adopted and how they 
are implemented.

Recognition of these problems with early forms of pluralism (Connolly, 1969) 
led to the emergence of what is sometimes described as “neo-pluralism” within 
the American political science community (McFarland, 2004, 2007). The re-
formulation retained the significance attributed to competition among groups, 
but modified the idea of approximate equality among groups and explicitly ac-
knowledged that some groups are more powerful than others. Charles Lindblom, 
for example, argued that business is often the most powerful interest group in 
liberal-democratic societies for two closely related reasons. First, these types of 
governments are invariably located in a capitalist economy and need a prosperous 
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economy in order to have an adequate basis of tax revenues required to spend on 
programs that enable their own re-election. To avoid a capital strike where busi-
nesses scale back their investment and operations, governments must maintain 
business confidence, which often means paying special heed to the demands of 
the business community. Second, in capitalist societies there is a division be-
tween public and private sectors, the former under the control of the state and the 
latter dominated by business. The private sector’s dominance by business gives it 
a privileged position in comparison to other groups in that much employment 
and associated social and economic activity ultimately depend on private-sector 
investment behaviour (Lindblom, 1977).

Unlike the classical pluralists, who seemed only to acknowledge but not in-
corporate the observation that some groups may be more powerful than others 
because of their superior organization and resources, Lindblom argued that the 
strength of business lay in the nature and structures of capitalism and democracy 
itself. Business need not, though it may, exert pressure on the government to real-
ize its interests; the government, in accordance with the imperatives of capitalism 
and the pursuit of its own self-interest, will itself ensure that business interests 
are not adversely affected by its actions.

Neo-pluralist studies revealed that groups form for a variety of reasons, and 
pointed to the role patrons played in providing startup funding and organiza-
tional assistance to groups, either directly through the provision of state funds 
or indirectly through favourable treatment afforded foundations and other fund-
ing groups by specific tax, estate, and charities laws (Nownes & Neeley, 1996; 
Nownes, 1995; Nownes & Cigler, 1995). Such studies highlighted another prob-
lem with pluralist theory: its excessive concentration on the role of interest groups 
themselves and its relative neglect of other equally important factors in the po-
litical and policy-making processes that influence their creation, operation, and 
activities.

While neo-pluralism was a significant improvement on its immediate past 
predecessor, it did not resolve all the problems inherent in a focus on groups as 
driving forces behind policy. Neo-pluralism, for example, continued to overlook 
the role of the international system in shaping public policies and their implemen-
tation (Grande, 1996; Schafer, 2006). The role of ideology was also unjustifiably 
neglected in the pluralist explanations of politics and public policy. The liberal 
tradition pre-eminent in Anglo-Saxon countries (including Canada, the US, and 
Australia), for example, has had a significant impact on their governments’ hesi-
tant and often contradictory intervention in the economy.

The applicability of pluralism to countries besides the United States has also 
been found to be problematic because of differences in underlying political insti-
tutions and processes that challenge pluralist assumptions and precepts derived 
only from examination of the US experience (Zeigler, 1964). British parliamen-
tary institutions found in Australia, Canada, the United Kingdom, Japan, and 
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Sweden, for example, do not lend themselves to the kind of open access that 
groups enjoy in relation to legislatures in the US and other countries with simi-
lar republican systems of government (Presthus, 1973). And many authoritarian 
countries simply lack the kinds of groups conceived by pluralists as being the 
basic building blocks of political analysis. Even if groups have the freedom to 
organize, the numbers actually formed are fewer than in the US and tend to 
be much more permanent and formalized. This finding led some group theo-
rists, such as Phillipe Schmitter, to speculate that pluralism was only one form 
in which group systems could develop. Schmitter (1977) argued that, depending 
on a range of variables and historical factors, a corporatist form of political orga-
nization was much more likely than a pluralist one to emerge in many countries 
outside the US.

Corporatism

In Europe, theories treating groups as their primary unit of analysis have tended 
to take a corporatist rather than a pluralist form. The roots of corporatist theory 
are also much older than pluralist ones, extending back to the Middle Ages when 
there were concerns about protecting the “intermediate strata” of autonomous 
associations between the state and the family (Gierke, 1958a, 1958b). These in-
cluded, notably, guilds and other forms of trade associations as well as, most im-
portantly, religious organizations and churches.

Corporatist theory argued that these intermediate strata had a life of their 
own above and beyond their constituting individuals, and that their existence 
was part of the “organic” or “natural order” of society. Much of political life and 
conflict in Europe in the fifteenth and sixteenth centuries concerned efforts by 
emerging national states to control the operations of these “autonomous strata”—
especially religious bodies—and the latter’s efforts to resist state control (Caw-
son, 1986; Mann, 1984; Winkler, 1976).

As a group theory, corporatism can be best understood, as Schmitter (1977) 
has observed, in contrast to pluralism. As we have seen, the latter proposes that 
multiple groups exist to represent their respective members’ interests, with mem-
bership being voluntary and groups being autonomous of the state. Corporatist 
groups, in contrast, are not free-forming, voluntary, autonomous, or competitive, 
as they depend on the state for recognition and support to play their role in poli-
cy-making. Corporatism thus explicitly takes into account two problems endemic 
to pluralism: its neglect of the role of the state in group formation and activities, 
and its failure to recognize institutionalized patterns of relationships between the 
state and groups.

In corporatist theory, public policy is shaped by interaction between the state 
and the interest group or groups recognized by the state (McLennan, 1989: 245). 
Public policy formation toward a declining industry, for instance, would take the 
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form of negotiations between and among the state and relevant industry associa-
tions and trade unions as to how best to rationalize or streamline the industry and 
make it competitive. In France and Germany, for example, corporatist bargain-
ing was a key element in passenger train development, providing commercially 
successful high-speed transportation between cities (Dunn & Perl, 1994). The 
making of social welfare policies similarly involves negotiations with business as-
sociations, social welfare groups, and possibly trade unions—if the proposed pol-
icies affect their members. The outcome of these negotiations depends not only 
on the organizational characteristics of the groups but on the closeness of their 
relationship with the state. The state itself is viewed as a powerful actor, although 
characterized by significant internal fissures.

Although this conception accords fairly well with political practices in many 
European countries, there are still problems with corporatism as an approach 
to politics and public policy. First, it is a descriptive category of a particular 
kind of political arrangement between states and societies (such as in Sweden or 
Austria), not a general explanation of what governments do, especially those in 
non-corporatist countries. Thus, it has little to say about how policies are made 
in countries such as Australia, Canada, and the United States, except to point 
out that the lack of institutionalized cooperation between the state and groups 
in these countries often leads to fragmented and inconsistent policies (Panitch, 
1977, 1979).

Second, the theory does little to further our understanding of public policy 
processes, even in ostensibly corporatist countries. The close links between gov-
ernments and certain groups highlighted by corporatism are certainly important, 
but these are also only one among many factors shaping policies and policy- 
making, and these relationships may vary significantly by policy sector or issue 
area (Castles & Merrill, 1989; Keman & Pennings, 1995).

Third, the theory does not contain a clear notion of even its own fundamen-
tal unit of analysis, the “interest” group. Contemporary societies contain myriad 
interests, as pluralists have noted, and it is not clear which ones are or should 
be represented by the state. In some cases, the relevant groups are defined in 
terms of ethnicity, language, or religion (Lijphart, 1969), while in others they 
are defined with reference to their economic activities. The bulk of corporatist 
literature concentrates somewhat arbitrarily on producer groups, such as industry 
associations and trade unions, and on their role in specific economic sectors, such 
as labour market policy and wage bargaining (Siaroff, 1999).

Fourth, the theory is vague about the relative significance of different groups 
in politics. Are we to treat all groups as equally influential? If not, then what 
determines their influence? Some argue that corporatism is a manifestation of 
an autonomous state desiring to manage social change or ensure social stability 
(Cawson, 1978). Others suggest it is a system sought by the major corporate actors 
and thus is simply put into place by the state at their behest (Schmitter, 1985).
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Despite its shortcomings, corporatist theory has played a significant role in 
the analysis of public policy, especially in Europe and Latin America, but also to a 
certain extent in China and in the former socialist countries, many of which were 
organized along corporatist lines, albeit with a very powerful central state appara-
tus. By highlighting the autonomous role of the state in politics, it paved the way 
for more sophisticated explanations of public policy-making than those provided 
by group theories such as pluralism (Smith, 1997). More significantly, by empha-
sizing the importance of institutionalized patterns of relationships between states 
and societies, it fostered the emergence of new institutional approaches such as 
“statism,” which focus on the macro level of social and political structures to draw 
their insights about public policy-making and serve to correct some of the over-
sights not only of pluralism and corporatism, but also of class and public choice 
theories (Blom-Hansen, 2001).

Neo-Institutionalism

The broadest perspective on the forces that drive the policy process can be found in 
neo-institutionalism and statist theories. These theories seek to overcome the limits 
of individual and group-based theories to explain the full range of social behaviour 
and organizational activity behind policy-making by focusing attention as well on 
organizations and institutions (Peters, 1999; Hall & Taylor, 1996; Kato, 1996).

Neo-institutionalism began in the late 1970s and early 1980s with the in-
tention of bringing institutions back into explanation of politics. It built upon, 
rather than rejected, the focus of the “old institutionalism” on formal institutions 
of government (Schmidt 2009). Unlike the institutionalism of the past, which 
dwelled on formal organizations such as legislatures, courts, and bureaucracy, the 
newer variant focuses on the regular patterns of political behaviour, and on the 
rules, norms, practices and relationships that influence such behaviour (Cairney, 
undated). There are many variants of neo-institutionalism, of which three are par-
ticularly notable: rational choice, historical, and sociological (Hall & Taylor, 1996).

Historical institutionalism considers the extent to which events and deci-
sions made in the past shape existing institutions that, in turn, influence current 
practices. Following the logic of path dependence, institutions and practices are 
“sticky” qualities in that it is increasingly costly to choose a different path. The 
timing of the original decision—the “critical juncture”—is crucial, because it sets 
institutional development on a particular path that endures far beyond the original 
purpose of its establishment. Rational choice focuses on individuals, whose (ratio-
nal) actions are shaped by the particular institutional environment within which 
they exist. Institutions—defined as formal or informal rules—incentivize some 
actions deter others. In sociological institutionalism, norms and values within or-
ganizations are said to influence behaviour by conditioning actors’ notions of ap-
propriate behaviour. The shared understandings of appropriate behaviour emerge 
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as a result of “socialization” and are “followed because they are seen as natural, 
rightful, expected and legitimate” (March & Olson, 1995: 30–31).1

There are other variants of neo-institutionalism under titles such as the 
“New Economics of Organization” (Moe, 1984; Yarbrough & Yarbrough, 1990; 
Williamson, 1996) or the “Institutional Analysis and Development” (IAD) frame-
work (Kiser & Ostrom, 1982; Ostrom et al., 1993). What all these approaches 
share in common is that they use a form of what Fritz Scharpf (1977) calls 
“ actor-centred institutionalism,” in which the focus is on individuals, albeit those 
whose behaviour is shaped by the socio-economic environment in which they 
exist (Cooney, 2007).

Neo-institutionalism seeks to identify how rules, norms, and symbols affect 
political behaviour; how the configuration of governmental institutions affects 
what the state does; and how unique patterns of historical development can con-
strain subsequent choices about public problem-solving (Scharpf, 2000). Institu-
tions are defined to include not only formal organizations, such as bureaucracies 
and markets, but also legal and cultural codes and rules that affect how individu-
als and groups calculate optimal strategies and courses of action (Ostrom, 1999).2

Transaction cost analysis is an example of a neo-institutionalist approach to 
policy studies that expands the concerns of welfare economics about how govern-
ments and markets can fall short of optimal outcomes into a broader search for 
the historical legacies, social structures, and political approaches that lie behind 
these shortcomings (North, 1990; Williamson, 1985).This approach suggests that 
institutions constitute an essential element of political life, because they can 
overcome impediments caused by information asymmetries and other barriers to 
“perfect” exchange in society. The basic unit of analysis in this approach is related 
to the “transactions” among individuals within the confines of an institutional 
order (Coase, 1937). Institutions of various kinds are significant to the extent 
that they can increase or lower the costs of transactions. In this perspective in-
stitutions are “the products of human design, the outcomes of purposive actions 
by instrumentally oriented individuals” (Powell & DiMaggio, 1991: 8) that also 
influence human behaviour.

In neo-institutionalist approaches, the argument is not that institutions cause 
an action, per se. Rather, they are said to affect actions by shaping the interpreta-
tion of problems and possible solutions by policy actors, and by constraining the 
choice of solutions and the way and extent to which they can be implemented. 
In the political realm, for example, institutions are significant because they “con-
stitute and legitimize individual and collective political actors and provide them 
with consistent behavioural rules, conceptions of reality, standards of assessment, 
affective ties, and endowments, and thereby with a capacity for purposeful ac-
tion” (March & Olsen, 1994: 5). That is, while individuals, groups, classes, and 
states have their specific interests, they pursue them in the context of existing 
formal organizations and rules and norms that shape expectations and affect the 
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possibilities of their realization (Williamson, 1985; Searle, 2005). This approach 
is open-ended and eclectic in the sense that it directs attention to a wide range of 
international and local norms, rules, and behaviour that potentially affect actors’ 
calculations of actual and perceived transaction costs of particular policy actions 
(Putnam, 1988; Atkinson & Harrison, 1978).3

A more serious problem for actor-centred neo-institutionalism, however, lies 
with its inability to provide a plausible coherent explanation of the origin of in-
stitutions, or their alteration, without resorting to functionalism (Blyth, 2007). 
That is, since this approach argues that individual and collective preferences 
are shaped by institutions, it is unclear how institutions or rules themselves are 
created and, once in place, how they would change (Cammack, 1992; March 
et al., 2000; Peters, 1999; Gorges, 2001; Dimitrakopoulos, 2005). Actor-centred 
institutionalism, for example, tends to provide an excellent discussion of the con-
straints placed by structures on policy actors and to show how what is “rational” 
for them to do in specific circumstances is affected by such institutions. But it 
has little to say on what causes those constraints to move in any particular direc-
tion (Bromley, 1989: Ch. 1; Ruiter, 2004). Studies that compare policy-making 
over time have noted an “institutional durability” in which some social and politi-
cal structures endure much longer than others (Perl, 1991), an observation that is 
difficult to explain within the deductive logic of institutions orienting individual 
behaviour found in neo-institutionalism (Clemens & Cook, 1999; Greif & Laitin, 
2004). This has led many students of policy studies to turn away from it and 
toward a more sociologically or historically informed version of institutionalism, 
which we shall term “statism,” in order to build a deeper and more rigorous base 
to support their interpretation of public policy-making.

Statism

“Statism” is the term employed to describe inductive institutional studies of 
 policy-making that focus on the state. This approach addresses both the neo- 
institutionalist lacunae regarding institutional origins and change as well as the 
neglect of the state in pluralist, corporatist, class, and public choice theories.

Statist interpretations have their origin in the works of late nineteenth- and 
early twentieth-century German historical sociologists and legal theorists who 
highlighted how establishing modern state institutions influenced the develop-
ment of society. Rather than argue that the state reflected the character of a na-
tion’s populace or social structure, theorists such as Max Weber and Otto Hintze 
noted how the state’s monopoly on the use of force allowed it to reorder and struc-
ture social relations and institutions (Hintze, 1975; Nettl, 1968; Weber, 1978).

The statist perspective on policy-making explicitly acknowledges that policy 
preferences and capacities are best understood in the context of the society in 
which the state is embedded (Nettl, 1968; Przeworski, 1990; Therborn, 1986). 
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There are, however, variations in the relative emphasis on state and society in 
such studies. Many statist policy studies focus solely on formal state structures, 
seeing government as the leading institution in society and the key agent in the 
political process. Others also attribute explanatory significance to organized so-
cial actors in addition to the state.

Like actor-centred neo-institutionalists, statists focus on the impact of large-
scale structures on individuals and vice versa (Hall, 1986: 19). At the same time, 
the statist perspective differs from neo-institutional approaches in important as-
pects. First, no effort is made to reduce institutions to less organized forms of so-
cial interaction, such as norms, rules, or conventions. Second, there is no attempt 
to bring institutions down to the level of individuals and individual activities, 
such as economic or social transactions, as is the case with more actor-centred 
neo-institutional thinking. And, third, institutions are simply taken as “givens,” 
that is, as observable historical social entities in themselves, with little effort 
made to derive the reasons for their origins from a priori principles of human 
cognition or existence (March & Olsen, 1994).

Using such a line of analysis yields, to use Theda Skocpol’s terms, a “state- 
centric” as opposed to “society-centric” explanation of political life, including 
public policy-making (Skocpol, 1985). In a “strong” version of the statist approach, 
as Adam Przeworski (1990: 47–8) put it in a pioneering book:

States create, organize and regulate societies. States dominate other 
organizations within a particular territory, they mould the culture and 
shape the economy. Thus, the problem of the autonomy of the state with 
regard to society has no sense within this perspective. It should not even 
appear. The concept of “autonomy” is a useful instrument of analysis 
only if the domination by the state over society is a contingent situation, 
that is, if the state derives its efficacy from private property, societal 
values, or some other sources located outside it. Within a true “state- 
centric” approach this concept has nothing to contribute.

It is problematic to accept statism in the strong form described above, how-
ever, because it has difficulty accounting for the existence of social liberties and 
freedoms or explaining why states cannot always enforce their will, such as in 
times of rebellion or civil disobedience. In fact, even the most autocratic govern-
ments make some attempt to respond to what they believe to be popular prefer-
ences. It is, of course, impossible for a democratic state to be entirely autonomous 
from a society with voting rights. And, as Lindblom and others have pointed out, 
capitalist states, both democratic and autocratic, must not only make efforts to 
maintain and nurture support for the regime among the population but also need 
to accommodate the imperatives of the marketplace in their policies. Second, the 
statist view suggests implicitly that all “strong” states should respond to the same 
problem in the same manner because of their similar organizational features. 



2  Understanding Public Policy  ❖   51

This is obviously not the case, as different states (both “strong” and “weak”) often 
have different policies dealing with the same problem. To explain the differences, 
we need to take into account factors other than the features of the state (Prze-
worski, 1990).

To be fair, however, few subscribe to statism in the “strong” form described 
above. Instead of replacing the pluralist notion of the societal direction of the 
state with the statist notion of the state’s direction of society, most inductively 
oriented institutionalist theorists merely point out the need to take both sets of 
factors into consideration in their analyses of political phenomena (Hall & Iken-
berry, 1989; McLennan, 1989; Levy, 2006). As Skocpol has conceded:

In this perspective, the state certainly does not become everything. 
Other organizations and agents also pattern social relationships and pol-
itics, and the analyst must explore the state’s structure in relation to 
them. But this Weberian view of the state does require us to see it as 
much more than a mere arena in which social groups make demands 
and engage in political struggles or compromises. (Skocpol, 1985: 7–8)

In this view, the state does not necessarily just respond to pressure from 
dominant social groups or classes but is rather an autonomous actor with the 
capacity to devise and implement its own objectives. Its autonomy and capacity 
derive from its staffing by officials with personal ambitions and agency interests, 
as well as from the fact that it is a sovereign organization with unparalleled fi-
nancial, personnel, and—in the final instance—coercive resources. Proponents 
of this perspective claim that emphasizing state centrality as an explanatory vari-
able enables statism to offer more plausible explanations of policy development 
patterns in many countries than do other political theory perspectives (Krasner, 
1984; Skowronek, 1982; Orren & Skowronek, 1998–9).

This milder version of statism thus concentrates on the links between the 
state and society in the context of the latter’s pre-eminence in pluralist group the-
ory. To that extent, Statism complements rather than replaces society- centredness 
and restores some balance to social and political theorizing, which, it can be 
argued, had lost its equilibrium (Orren & Skowronek, 1993; Almond, 1988; Cor-
tell & Peterson, 2001; Thelen & Steinmo, 1992; March & Olsen, 1996; Keman, 
1997). This view and approach to policy studies informs the analysis of policy 
processes found in the remainder of this volume.

Conclusion
In considering a range of deductive and inductive perspectives on public 
 policy-making across individual, group, and societal scales, we have encoun-
tered different and often contradictory ways to approach the study of public 
policy. An extensive literature exists on policy analysis from both positivist and 
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post-positivist orientations, both promoting and denouncing the origins, assump-
tions, and application of each approach to the subject. Nevertheless, a few general 
conclusions can be offered.

In each of the theoretical frameworks that seek to make sense of policy, we 
can find three essential elements that are addressed, albeit differently. First, un-
derstanding policy requires some knowledge about the actors who raise issues, as-
sess options, decide on those options, and implement them. These actors can be 
seen as subjects trying to advance their own interests, or as objects influenced by 
the circumstances of their surrounding environment. Second, policy insights also 
call for an appreciation of the ideas that shape policy deliberations. These ideas 
can range from the most particular and self-interested points of view to widely 
held belief systems that endure through the ages. And third, policy-making takes 
place within a set of social and political structures that affect the deliberations 
about what is to be done. Those structures can be seen as arenas that set the 
“rules of the game” for the competition among different interests and the clash 
of distinctive ideas. These structures can also be seen as the subjects of political 
initiative—providing a focus for debate over how to better govern a society, how 
to better sustain an economy, or how to better express a culture.

Actors, ideas, and structures form the common ground where all policy theo-
ries converge—from different directions, and with distinctive points of view. It is 
in adopting, and adapting, these conceptual particularities that the potential for 
greater insight into policy-making and policy outcomes can be realized. We turn 
to elaborating that context in Chapter 3.

Study Questions
1. How should the unit of analysis be selected for understanding policy attributes?

2. What are the advantages and disadvantages of using the individual as a basic 
unit of analysis in policy studies? Groups? Institutions?

3. Can deductive and inductive approaches to analysis be used in conjunction 
to study public policy, or must one choose between their competing logic of 
inquiry?

4. How is the emergence of women’s, LGBTQ+, and other similar identities dealt 
with by policy theory?

5. What is the advantage of comparative policy analyses for the advancement of 
policy theory and knowledge?
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Chapter 3
❖

The Policy Context
States and Societies

Institutions, Ideas, and Actors in Public Policy
The extensive accumulation of policy studies published over the past six decades 
provide a rich, though complex, picture of the myriad factors shaping public 
 policy. Contemporary research findings about influences on policy continue to 
fuel a debate over where to focus the examination of policy-making, which has 
lost none of its vitality since Harold Lasswell urged connecting the technical 
analysis of policies to their social and political context.

Those who seek a universal theory of policy-making might question whether 
policy science has made much progress from its post-war origins, given the result-
ing absence of consensus over what merits attention in explaining policy-making 
and policy outcomes. But those who accept Lasswell’s claim that the policy re-
searcher needs to understand the specific context of a policy initiative in order 
to gain effective insight into its design and prospects will discover advances in 
teasing out the intricate relationships between those generally accepted critical 
factors affecting policy development, namely, actors, institutions, and ideas.

With respect to actors, studies of political or administrative leadership, 
chronicles of policy entrepreneurs’ efforts, and examinations of the way that 
“street-level” bureaucrats or private contractors and consultants work through the 
many details of delivering policy offer insight into the ways that both individual 
and organized actors influence policy development. Such studies indicate where, 
when, and how, to investigate the people behind policies for answers as to why 
policy turns out one way instead of another. What could be a purely behavioural 
focus, however, is tempered by the fact that what actors seek and do depends on 
their sociology: the political, economic, and social structures that surround them. 
And, finally, a growing number of studies also seek to explain the content of pol-
icy based on both the ideas that actors subscribe to and their beliefs regarding the 
appropriate role of government in resolving social problems and issues.
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As the survey in Chapter 2 revealed, many of the analytical approaches 
to studying public policy itemized in Figure 2.2 are either too high-pitched or 
too idiosyncratic and fail to adequately take into account many of the differ-
ent actors, institutions, and ideas that affect public policy. Welfare econom-
ics and public choice theory, for example, treat individual and group actors as 
key explanatory variables and would thus suggest that policy context should be 
examined through the activity of these entities but tend to ignore policy pro-
cesses and institutions. This is very obvious in the case of theories that focus 
on individual behaviour, but theories built upon group and class theory, such 
as pluralism, feminism and diversity studies, and Marxism, which attribute in-
fluence to organized groups of actors affected by social, economic, and political 
structures, also consider actors to be the primary focus of analytical and theo-
retical attention and other factors such as structures and ideas to be secondary 
or peripheral.

And, as we also have seen in Chapter 2, even among the most successful syn-
theses that place a great deal of weight on the impact of institutions on personal 
and group behaviour, and vice versa, the varieties of neo-institutional models set 
out in the chapter typically fail to consider policy processes and how these in-
teract with the other variables to affect policy content (Goldmann, 2005; Kato, 
1996; Scharpf, 1991, 1997).

Building on critiques of long-established theories focusing on actors and 
structures, these more recently elaborated analytical frameworks for studying 
policy—statism and the different variants of neo-institutionalism—do attempt 
to account for both actor-oriented and organizational and structural variables. 
Although their assumptions differ, these approaches do treat state and social in-
stitutions as important entities affecting the preferences and behaviour of pol-
icy actors and hence represent an advance over purely individual- or group-level 
thinking. They attempt to explain public policy as the product of the interdepen-
dent interaction between state capacity and social activity.

The Role of Policy Ideas: Paradigms, Public Sentiments, 
Symbolic Frames, and Program Ideas

While ever more accurately describing policy-making institutions and actors, 
however, none of these analytical frameworks provides much insight into policy 
substance or content. In many early theories of policy-making, for example, the 
actual content of policy outputs was often simply assumed to be determined by, 
for instance, the manifestation of the “self-interest” of policy actors in any given 
policy choice context (Flathman, 1966; Heclo, 1994; Braun, 1999), tempered 
by the nature of the conflicts and the compromises policy-makers made during 
policy formation (Sabatier, 1988, 1993). This could be predicted by correctly 
mapping the nature of policy “stakeholders” and decision-makers and identifying 
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their “interests,” whether this was done empirically through recourse to inter-
views and documentation or deductively based on abstract models of personality 
and group priorities.

More contemporary neo-institutional theories, however, embrace a more 
 sophisticated conception of the role of ideas in the policy process. They note 
that the presence of particular actors in the policy process and the interests they 
pursue are often largely determined not just by their environment but also by the 
nature of the organization within which they operate. Moreover, they also note 
that many of the ideas that participating policy actors articulate have been shaped 
by past policy choices and the ideas embodied in those choices and that these 
form an important institutional and ideational substrate affecting contemporary 
positions and choices.

As John Campbell has noted, it is possible to distinguish a number of dis-
tinct kinds of idea or “idea sets” that go into public policy-making: program ideas, 
symbolic frames, policy paradigms, and public sentiments (see Figure 3.1). Symbolic 
frames and public sentiments, for example, are those that tend to affect the per-
ception of the legitimacy or “correctness” of certain courses of action; policy par-
adigms, on the other hand, represent a “set of cognitive background assumptions 
that constrain action by limiting the range of alternatives that policy-making elites 
are likely to perceive as useful and worth considering” (Campbell, 1998: 385; also 
Surel, 2000). “Program ideas,” largely represent the selection of specific solutions 
from among the set designated as acceptable within a particular paradigm.

This notion that a distinctive policy paradigm works to filter reality and 
shape actors’ understanding of what problems to address, and how to address 
them, helps to sharpen our focus on how ideas shape policy content.

Developed originally to describe enduring sets of ideas that are present in the 
natural sciences, the term paradigm was later applied to long-lasting points of view 
on “the way the world works” that are found in the social sciences (Kuhn, 1962, 
1974; Hall, 1990, 1992, 1993). The concept is closely related to traditional philo-
sophical notions of “ideologies” as overarching frameworks of ideas influencing ac-
tion and to more recent sociological notions of “discourses” or “frames” (Goffman, 
1974; Surel, 2000). The paradigm notion is compatible with the basic elements 

Figure 3.1 Ideational Components of Policy Contents

Level of Policy Debate Affected

Foreground Background

Level of Ideas 
Affected

Cognitive (Causal) Program Ideas Policy Paradigms

Normative (Value) Symbolic Frames Public Sentiments

Source: Adapted from John L. Campbell, “Institutional Analysis and the Role of Ideas in Political Economy,” 
Theory and Society 27, 5 (1998): 385.
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of a neo-institutional approach to policy studies since it captures the idea that es-
tablished beliefs, values, and attitudes support understandings of public problems 
and paradigms also inspire notions of how feasible proposed policy solutions could 
be. These ideas correspond with, and indeed shape, actor self- interest, as well as 
being, correspondingly, significant determinants of policy content (Hall, 1990: 
59; also, Edelman, 1988; Hilgartner & Bosk, 1981; Schneider, 1985). The implicit 
power of embedded ideas is clearly evident in how  policy-makers understand both 
problems and potential solutions to them.

Much recent theorizing reflects this understanding that actors, institutions, 
and the ideas they represent all play a meaningful role and interactive role in 
affecting the unfolding and outcome of policy processes. Individuals, groups, and 
classes engaged in the policy process certainly have their own interests, but how 
they interpret and pursue their interests and the outcomes of their efforts are 
shaped by institutional and ideational attributes (Lundquist, 1987).1

As noted in Chapter 2, in this book we adopt the statist tendency to define 
institutions quite narrowly as comprising only the actual structures or organiza-
tions of the state, society, and the international system. Following this approach, 
we are less preoccupied than many scholars with the origins of these institutions, 
which can be taken as given without limiting our insight into specific episodes of 
policy-making. While not monolithic, omnipresent, or immutable, these institu-
tions can only rarely be avoided, modified, or replaced without a considerable de-
gree of effort. And the structural disruptions that accompany institutional change 
are hard to miss, and thus will become obvious to those examining an episode of 
policy-making.

If such disruption does not rise to the level of breaking down institutional 
arrangements, the forces that create and destroy institutions can safely remain 
in the background of policy studies. As a result, we focus on the way institutions 
are organized internally and in relation to each other and how this affects actor 
behaviour (March & Olsen, 1998b). In addition to their formal organizational 
characteristics—membership, rules, and operating procedures—we emphasize 
the principles, norms, and ideas they embody. These principles, in the shape of 
formal or informal rules and conventions, as well as ethical, ideological, and epis-
temic concerns, further help to shape actors’ behaviour by conditioning their per-
ception of their interests and the probability that these interests will be realized 
in policy outcomes (March et al., 2000; Timmermans & Bleiklie, 1999).

The Political-Economic Context
Two meta-institutions—capitalism and democracy—inform the structures within 
which the public policy process unfolds in most modern societies. These overar-
ching institutions deserve particular attention, not only because they are influen-
tial among policy-makers, but also because they are not intrinsically compatible 
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and hence must be somehow constantly reconciled, leading to unstable compro-
mises that generate ongoing political challenges in liberal-democratic countries. 
In this chapter, these two important contextual aspects of the policy-making pro-
cess and outcomes will be explored.

Capitalism

Capitalism refers to both a market-oriented political economy or system of pro-
duction and exchange and to a society in which control over the property required 
for production (capital) is concentrated in the hands of a small section of the 
populace, while most of the rest of the population sells their time for wage labour.

Under capitalism, production is undertaken not for direct consumption by 
the producer but for purposes of sale or exchange so the producer can use the 
money thus derived to purchase other goods for consumption. This differs from 
pre-capitalist societies in which producers directly consumed much of what they 
produced, except for a small portion exchanged through barter or taxed for mili-
tary protection. In capitalism, exchange takes place through markets among indi-
viduals usually unknown to each other.

Capitalism is a socio-economic system that was first produced by the break-
down of agricultural societies, which operated on quite different principles— 
lacking, for the most part, markets, capital, and wage labour. In Europe, these 
societies underwent industrialization toward the end of the eighteenth  century. 
This system of organizing social and economic relations spread rapidly to 
North  America and most of the rest of the world during the nineteenth century, 
often through its direct imposition on colonies in Africa, North and South  America, 
Australasia, and Asia by European and other imperial states, but also through its 
emulation by many developing countries in Europe, Asia, and elsewhere.

In the twentieth century, many nations rejected capitalism and adopted 
socialism—a state-oriented political economy in which “capital” is publicly 
owned and allocated—with the expressed intention of working toward the 
establishment of a communist political economy, in which “capital” would be 
communally owned and wage labour abolished. But by the end of the twentieth 
century, as economic growth stagnated in socialist countries, most embraced 
capitalism with renewed enthusiasm. Now almost all countries in the world are 
capitalist, though, as discussed below, they vary a great deal in terms of their 
specific political arrangements (Coates, 2005; Lehne, 2001; Howell, 2003; Hall 
& Soskice, 2001b).

The hallmark of capitalism is that ownership of production inputs—e.g., raw 
materials, machinery, factory buildings—is largely in private hands. This implies 
that the owners of the means of production have the exclusive right to decide on 
the use of those means of production. This right is guaranteed by the state, with 
certain restrictions required to ensure the effective reproduction of the capitalist 
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order such as avoiding fraud or the mistreatment of workers or, more recently, the 
environment. Capitalism thus entitles owners to decide what will be produced, in 
what manner, and in what quantities, a power that also establishes the capitalists 
as the dominant social class since other classes and strata in society—workers, 
peasants, small shop owners, religious authorities, intellectuals, and the like—all 
rely on capitalists for their incomes and well-being. To earn a livelihood, those 
who do not own the means of production must work for those who do. In many 
capitalist societies, their own labour and skill are often the only productive inputs 
non-capitalists own. In order to survive, these must be sold to capitalists for sal-
aries and wages.

This underpins a critical feature of capitalism: the need for firms to make 
profits, or accumulate capital, in order for both producers and the economy as 
a whole to survive. Profit is to capitalism what motion is to bicycles: capitalism, 
like bicycles, cannot properly function by standing still. If an adequate return on 
investment is not forthcoming, capitalists will withhold their investment or invest 
it somewhere else. The result can be a decline in economic activity in a society 
and a general lowering of a society’s living standards. This imposes an enormous 
pressure on states to ensure hospitable conditions for continued, and expanded, 
capital investment, often in a competitive environment with other states seeking 
the same investment.

Businesses and firms in such societies not surprisingly attempt to influ-
ence governments directly and through their membership in various forms of 
business associations, and indirectly (Coleman, 1988; Jacek, 1986). Business as-
sociations, among the many interest groups found in capitalist societies, enjoy 
an unmatched capacity to affect public policy, given the reliance of states in 
capitalist societies on businesses for their revenues and for overall levels of social 
well-being (Lindblom, 1977). The increasing speed and scale of globalization 
in production, distribution, and financial services has further reinforced this 
power of capital. It is now much easier than it was in the past for investors 
and managers to respond, if they so choose, to an unwanted government ac-
tion by moving capital to another location. Although this theoretical mobility 
can be tempered by various practical considerations, such as the availability of 
resources or trained labour, the potential loss of employment and revenues is a 
threat that every state must take seriously in making policy decisions. Because 
of their potential to affect state revenues negatively, capitalists—both domestic 
and foreign—have the ability to “punish” the state for any actions of which they 
disapprove (Hayes, 1978).

Even in democratic states where power and influence lie in electoral and 
legislative systems that empower non-capitalist majorities in the population, the 
financial contributions of businesses to political parties and campaigns, for exam-
ple, continue to afford them an important resource for influencing policy-makers. 
Modern elections can sometimes turn on sensationalized issues and personalities, 
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which necessitate large budgets to influence voters through extensive traditional 
and social media advertising campaigns. In such situations, political parties and 
third parties supported by contributions from business are in a strong position 
to run successful campaigns and thus influence voting behaviour. This can lead 
political parties and candidates seeking office to accommodate business interests 
more than they would other agendas. Similarly, the financial support that busi-
nesses offer to public policy research institutions and individual researchers serve 
to further entrench their power. The organizations and individuals receiving 
funds tend to be sympathetic toward business interests and can provide business 
with the intellectual wherewithal and access to decision-makers often required to 
prevail in policy debates (McGann & Weaver, 1999; Abelson, 1999; Rich, 2004). 
Hence, for all these reasons, business actors and their behaviour deserve close 
scrutiny in the study of public policy.

Liberalism

Another distinctive feature of capitalism, as it has emerged historically, is its 
inextricable link with the theory and ideology of liberalism, which refers to a 
set of more or less well-organized and institutionalized beliefs and practices that 
serve to maintain and promote the capitalist system and way of life (Macpherson, 
1978). Liberalism emerged in tandem with capitalism in the eighteenth century 
as a political ideology dedicated to justifying and reinforcing the increasingly 
important capitalist mode of production mainly by pursuing “free trade,” “free 
speech,” and other forms of liberal rights that supported capital in its struggle 
against landlords and aristocracies to control investment and production. This 
highly adaptive social theory has changed substantially since its origin in order to 
accommodate evolving economic and political circumstances, without departing 
very far from its fundamental belief in the righteousness and appropriateness of 
private ownership of the means of production as the key to the attainment of 
human progress and freedom (Howlett et al., 1999).

Liberalism is centred on the assumption of the primacy of the individual 
in society and thus does not directly exclude non-capitalists from its purview. 
Rather, it views individuals as having inalienable natural rights, including the 
right to own property and to enter into contracts with other individuals concern-
ing the disposition of that property. These rights have to be protected from intru-
sion by collective social organizations such as the state, churches, or trade unions. 
A good society in liberal theory is one that guarantees individuals freedom to pur-
sue their interests and realize their potential. This freedom should be restricted 
only when one person’s freedom erodes that of another, for example, through 
theft or violence (Macpherson, 1962).

Freedom to pursue the livelihood of one’s choice and to accumulate wealth is 
sacrosanct in liberalism and is generally very popular. It potentially benefits many 
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groups and individuals at least in theory, if not always in practice. This is because 
not everyone has the same resources or background or privileges that allow them 
to compete equally “on a level playing field.”

While this inequality of opportunity and condition has often spurred de-
mands for state action to correct the situation—from affirmative action hiring 
policies to free tuition or subsidized student debt loads—liberalism’s preferred 
mechanism for individuals to pursue their interests in an unencumbered fashion 
is the market, not the state. At least in theory, in a market all individuals selfishly 
seek to advance their own interests according to their own abilities and prefer-
ences. Liberals thus see exchange in the marketplace as natural, as an efficient 
rationing and allocation device, and as benefiting everyone who engages in it, 
with the net result of this activity being the enhancement of society’s overall wel-
fare. This tenet links liberalism closely to capitalism, as a system of market-based 
exchange based on individual property rights.

Liberalism is thus in practice essentially a theory of the market that has had 
to include the state on grounds of contingency to perform necessary functions 
that would not otherwise be performed: to both level the playing field and correct 
market failures.

Liberal political economy contains two slightly different formulations con-
cerning the state. The first is the idea of the supplementary or residual state: the 
notion contained in neo-classical and neo-conservative liberal political economy 
that the state should only undertake those activities—such as the provision of 
pure public goods—that markets cannot perform. The second is the notion of the 
corrective state: the idea found in later so-called Keynesian and post-Keynesian 
analyses, which asserted that the state can act in a variety of other areas of mar-
ket activity to correct the host micro- or macro-level market failures described in 
Chapter 2, as well as ensure that at least equality of opportunity is preserved in 
theory, if not always in practice (Dunleavy & O’Leary, 1987).

Significantly, both variants of liberal thinking under-theorize the state and, 
in so doing, public policy-making. This is because they treat the state as an entity 
whose very existence poses a threat to markets and individual freedoms, on the 
one hand, but whose threat can be mitigated, on the other hand, by embrac-
ing liberal tenets and doing only whatever it is that the market cannot do. And, 
moreover, the state is generally not considered to be constrained by the society in 
which it exists or by its organizational capacity in its pursuit of either of these two 
contradictory goals (Schott, 1984: 60). In fact, the capacity of the state to act and 
the forces that act upon the state are usually not considered at all in liberal theory, 
which tends to focus on questions of the sources, basis, and content of individual 
rights and freedoms and urges the adoption of a limited state on purely ethical or 
ideological grounds (Sandel, 1984). Or, in slightly more sophisticated analyses, it 
is usually just assumed that the state can and will act either to provide goods and 
services or to correct market failures out of a concern for economic growth and 
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efficiency without ever considering why this should or can be a government goal. 
Neither of these analyses does justice to the full measure of values, principles, 
and doctrines behind state action and public policy-making in the contemporary 
world, as the subsequent discussion of these processes in this book will attest.

Democracy

The second major meta-institution affecting states and policy-making is democ-
racy. Democracy is one of the most contentious concepts in the study of politics. 
One survey in the late 1980s, for example, found 311 definitions of “democracy” 
present in the literature on the subject (Cunningham, 1987: 25). It is not our 
objective to resolve this definitional debate. For our purposes, it is sufficient to 
regard democracy as a plan of political organization, a meta-political decision- 
making system, which involves structuring the mechanisms of day-to-day control 
of the state through representative institutions staffed through periodic elections 
(Bealey, 1988: 1). Thus, Göran Therborn (1977: 3) succinctly defines modern de-
mocracy as comprising the following:

(1) a representative government elected by (2) an electorate consisting 
of the entire adult population, (3) whose votes carry equal weight, and 
(4) who are allowed to vote for any opinion without intimidation by the 
state apparatus.

Democracy confers entitlements on citizens to choose their representatives 
in government and can also, in the form of referenda or plebiscites, provide a 
mechanism for political decision-making or advice. The method of election varies 
among nations, but the primary purpose is always to declare the candidate with 
the largest number of votes as the winner in periodic competitions to staff legisla-
tive and executive branches of governments, as well as the judiciary in certain ju-
risdictions. This condition establishes that the government is to be formed by the 
representatives of the largest number of citizens and, depending on the type of 
electoral system used, of which there are many distinct types and permutations, 
that through those representatives it is to be held directly or indirectly account-
able to the citizens. Elections as a means of removing a government and replacing 
it with another were virtually unheard of until the nineteenth century, and even 
today some otherwise democratic governments find ingenious excuses and means 
to avoid submitting themselves too often to the judgment of the electorate.

Although it is sometimes referred to as “liberal democracy,” it was only to-
ward the end of the nineteenth century that Western nations began to estab-
lish democratic institutions in that sense of the term, and it is not necessary 
for  democracies to be liberal (Doorenspleet, 2000). This democratization process 
occurred in waves, and the process was not completed until well after World 
War  II when the modern state system emerged from the wreckage of former 
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colonial empires and the franchise, or right to vote, was made universal for most 
adults in most nation-states. The intent of earlier restrictions on voting, so that, 
for  example, only white male property owners could vote, as was the case in the 
US, UK, Canada, Australia, and many other countries, was to limit the privilege 
of voting to social and economic elites and ensure their rule.

The removal of these barriers to the franchise represented a major mile-
stone in promoting social equality and reducing or offsetting the direct power 
of capitalists over state actions in capitalist countries. This is because, from a 
 political-economic perspective, insofar as democracy is based on the principle of 
the secret ballot and majority rule, those who do not own the means of produc-
tion can, in principle, exercise their numerical superiority in elections to vote-in 
governments that can then use state authority to temper the adverse effects of 
capitalist ownership of the means of production. And this does occur, but often in 
the face of stiff opposition from business and other less numerous but still power-
ful groups and actors such as, in many countries, the military (Przeworski, 1985).

By requiring that governments be elected, democracy permits the weaker sec-
tions of the society some degree of control over the state and thus helps to shape 
not only the internal functioning of the state but also, through the use of state 
authority, how markets for particular goods and services will function. As Adam 
Przeworski (1985: 11) points out: “Political democracy constitutes the opportunity 
for workers to pursue some of their interests. Electoral politics constitutes the 
mechanism through which anyone can as a citizen express claims to goods and 
services. . . . Moreover . . . they can intervene in the very organization of produc-
tion and allocation of profit.” Influenced by democratic politics, for example, in 
most countries the state has introduced income redistribution measures, defying 
one of the basic capitalist tenets that the market alone ought to determine the 
distribution of income (Przeworski, 1991). Similarly, in many countries, states 
have replaced private ownership of some means of production with public, or 
state, ownership: all countries have some state-owned or -controlled enterprises 
producing a variety of goods and services; from those related to national security 
and defence to finance, shipping, transportation, and telecommunications activi-
ties, to the production of various kinds of small-scale consumer items.

Democracy thus offers a political mechanism that can moderate the eco-
nomic effects of capitalism and often co-occurs with liberalism as its prevail-
ing ideology in liberal capitalist democracies. The degree of harmony achieved 
between these meta-institutions and philosophies can be a major contributor to 
social cohesion and can reduce the need for coercive authority (e.g., police and 
prisons) to maintain domestic order. This potential for symbiosis between capital-
ism and democracy is realized through specific policy options and their outcomes. 
As will be shown in the following section, however, attaining an effective balance 
between capitalism and democracy is a difficult task that is by no means auto-
matic or inevitable.
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Policy-Making in the Liberal-Democratic  
Capitalist State
To the extent liberalism and its corollary, capitalism, are about individual rights 
while democracy is about collective rights, the two are fundamentally contradic-
tory, notwithstanding the common term liberal democracy, often used to describe 
countries with both systems in place. The opportunities for political control that 
democracy offers economically weak but numerous groups thus sit uneasily with 
the basic tenets of liberalism. As early liberal eighteenth- and  nineteenth-century 
thinkers understood all too well, democracy can pose a fundamental threat to a 
liberal order because it gives the majority the capacity to erode individual rights; 
including especially the rights of capitalists to dispose of their property, and la-
bour, however they see fit. Liberals faced challenges not only from landowners 
but also from religious and ethnic groups that attempted to curtail aspects of 
capitalism they found onerous or unjust. Although they were often able to coex-
ist with religious parties, they struggled with right-wing nationalist and fascist 
parties and with communist and other left parties that desired to replace owner 
control of production and capital with more state-driven forms. Although fas-
cist and authoritarian parties often denounced liberalism as alienating and un-
dermining the nation-state and threatening its existence, they left many aspects 
of the capitalist order intact. The liberals’ worst fears were only realized in the 
twentieth century when left-leaning socialist and social democratic or labour- or 
worker-based parties in many parts of the world formed governments that often 
used their powers to nationalize industries, raise taxes, enforce worker rights, and 
redistribute income. While the advent of liberal democracy thus did not lead to 
the extermination of capitalism, as some had hoped and others had feared, it did 
mean that democratic governments could no longer ignore the interests of the 
majority of non-elites to the extent that they had in the past (Korpi, 1983).

Thus, the presence of democracy complicates policy-making and implemen-
tation tasks in a capitalist society because it means policy-makers can no longer 
concentrate on serving only state interests and the interests of their business allies 
in accordance with the tenets of a pure liberal policy paradigm (Swank, 2000; 
deLeon, 1997; Gourevitch, 1993). Political violence is particularly detrimental to 
economic growth (Butkiewicz & Yanikkaya, 2005), and democracy is often needed 
to defuse the tensions generated by capitalism and avoid revolution and rebellions. 
In democracies, policy-makers have to at least appear to be heeding the concerns 
of farmers and workers, children and seniors, men and women, and religious, eth-
nic, and racial sections of the populace who have different and often contradictory 
interests that need to be constantly juggled or are inherently unstable. Such con-
flicts make policy-making challenging and often lie at the heart of the sometimes 
very ad hoc and somewhat contradictory policy choices that governments regularly 
make in order to retain social peace and, if not harmony, at least legitimacy.
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Along with liberalism, capitalism and democracy thus form an important part 
of the meta-institutional and macro-ideational, or “political-economic,” context of 
policy-making in many modern countries. Taken together, they greatly influence 
the actors and ideas in most policy-making processes. However, a government’s 
capacity to act autonomously or relatively autonomously within this context is 
shaped not just by the existence of capitalism and democracy and the ideas and 
interests they generate, but also by the manner in which the government and the 
various more or less empowered actors under liberal capitalism found in each 
country or issue area are organized.

Political-Economic Structures and Public Policy-Making

In order to make and implement policies effectively in a capitalist democracy, as 
discussed in Chapter 1, the state needs to be well organized and supported by 
prominent social actors: that is, it needs a fairly high level of capacity. The extent 
to which these actors are able to offer the necessary support for state action de-
pends, among other things, on their own internal organization and their relation-
ships with the state and with other similarly powerful social actors.

These are complex relationships. Fragmentation within and among promi-
nent social groups, for example, can simultaneously strengthen the state’s level 
of policy autonomy or its ability to develop and articulate a wide range of policy 
options, while undermining its policy capacity by limiting its ability to mobilize 
social actors toward its preferred method of resolving societal problems. If the 
societal conflicts are particularly severe, for example, despite enjoying a great 
deal of autonomy, the state may find its functioning paralyzed. Conversely, unity 
within and among social groups makes for a stable policy environment that facil-
itates policy-making and promotes effective implementation (Painter & Pierre, 
2005) but can lead to significant opposition to state plans.

Thus, strong social cohesion can either constrain or facilitate the state’s 
ability to change policy in a significant or large-scale way. Strong organiza-
tions can bargain more effectively and need not make unreasonable demands 
for the sake of maintaining their members’ support. And when they agree to 
a measure, they can enforce it upon their membership, through sanctions if 
necessary. Mancur Olson has argued that in societies characterized by “en-
compassing” groups (that is, umbrella groups consisting of a variety of similar 
interests) rather than “narrow” interest groups, the groups “internalize much 
of the cost of inefficient policies and accordingly have an incentive to redis-
tribute income to themselves with the least possible social cost, and to give 
some weight to economic growth and to the interests of society as a whole” 
(Olson, 1982: 92). The existence of numerous narrow interest groups, in con-
trast, promotes competition among groups that pressure the state to serve their 
members’ interests only, regardless of the effects on others. The cumulative 
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result of policy-making led by these kinds of interest groups thus often can be 
contradictory and ineffective policies that leave everyone worse off.

The most desirable situation for the state, insofar as effective policy- making 
and implementation are concerned, is for both state and society to be strong, 
with close partnership between the two, thereby maximizing and balancing both 
state policy capacity and autonomy. Peter Evans (1992) calls this institutional ar-
rangement “embedded autonomy.” In contrast, policy effectiveness is lowest when 
the state is weak and the society fragmented. In the former scenario, states in 
partnership with social groups can be expected to devise cohesive and long-term 
policies. In the latter, the state can be expected to produce only short-term and, 
usually, ineffective or difficult-to-implement policies.

Political Systems and Public Policy

Political systems also have a crucial impact on state policy capacity and on how 
states make and implement policies and their outcomes (Fabbrini & Sicurelli, 
2008). One of the most significant aspects of the political system affecting pub-
lic policy is whether or not state authority is fragmented, that is, whether it is 
federal or unitary. In unitary systems, like China, the existence of a clear chain 
of command or hierarchy linking the different levels of government together in a 
superordinate/subordinate relationship reduces the complexity of multi-level gov-
ernance and policy-making. Thus, in countries like China, but also in France, 
Japan, Singapore, Korea, and Thailand, the national government retains all de-
cision-making powers. It can choose to delegate these powers to lower levels of 
government or dictate to them, but the role of the central, national government is 
legally unchallenged.

The salient feature of federal political systems with respect to public pol-
icy is the existence of at least two autonomous levels or orders of government 
within a country. These two levels of government—found in such countries as 
Australia, Mexico, India, Brazil, Nigeria, Malaysia, and the United States, among 
others (Burgess & Gagnon, 1993; Duchacek, 1970)—are not bound together in 
a superordinate/subordinate relationship but, rather, enjoy more or less complete 
discretion in matters under their jurisdiction guaranteed by the constitution. This 
is distinct from the multi-level systems of government found in unitary systems, 
where the local bodies (for example, regional districts, counties, or municipali-
ties) owe their existence to the national government but are not constitutionally 
distinct from it.

Federalism has been cited as a major reason for the weak policy capacity 
of governments in many policy sectors in countries such as the US and Canada 
(Howlett, 1999; McRoberts, 1993). In federal countries, governments find it diffi-
cult to develop consistent and coherent policies because national policies in most 
areas require intergovernmental agreement, which involves complex, extensive, 
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and time-consuming negotiations among governments that do not always  succeed 
in resolving jurisdictional disputes (Banting, 1982; Schultz & Alexandroff, 1985; 
Atkinson & Coleman, 1989b). Furthermore, both levels of government are sub-
ject to somewhat unpredictable judicial review of their measures, which fur-
ther restricts governments, ability to realize their objectives and can draw out 
 policy-making over decades.

Federalism thus makes public policy-making a longer, more drawn-out, and 
often more rancorous affair than in unitary governments as the different orders 
of governments wrangle over jurisdictional issues or are involved in extensive 
intergovernmental negotiations or constitutional litigation. Different govern-
ments within the same country may also make contradictory decisions that may 
weaken or nullify the effects of an erstwhile national policy (see Grande, 1996; 
 McRoberts, 1993).

Another domestic institutional variable affecting public policy concerns the 
links between the executive, legislature, and judiciary provided under a country’s 
constitution. In parliamentary systems, like Britain or Sweden, the executive is 
chosen by the legislature from among its members and remains in office only 
as long as it enjoys majority support from legislators. In presidential and semi- 
presidential systems such as the US, Mexico, and France, the executive is sepa-
rate from the legislature, is usually elected directly by the voters, and need not 
enjoy majority support in the legislature (Stewart, 1974). The United States is 
the archetype of the presidential system, and many countries in Latin America, 
Africa, and Asia have copied its model; most of the rest of the world has some 
version of a parliamentary system; other countries, such as France, have a hybrid 
of the two systems.

The separation between the executive and legislative branches of the govern-
ment in presidential systems and the role of the judiciary in mediating disputes 
between the two branches, and the fusion of the two in parliamentary ones, has 
important consequences for the policy process (Weaver & Rockman, 1993a). The 
division of powers in presidential systems, for example, promotes difficulties for 
policy-makers in enacting laws. The executive and legislatures are elected in sep-
arate contests, and individual members and committees of the legislature play an 
active role in designing policies, including those proposed by the president who 
cannot assume his or her proposals will be accepted and passed into law. It mat-
ters if the party of the president’s affiliation forms the majority in both houses of 
the legislature, but local concerns often motivate legislators and can and do over-
ride partisan loyalties. To ensure majority support for policy measures requiring 
legislative approval, in such systems it is common for the president to have to bar-
gain with the members of the legislature, offering administrative and budgetary 
concessions in return for support, and thereby often changing the original intent 
of a policy proposal. The active involvement of the members of the legislature 
in drafting bills also promotes multiple points of conflict with the executive and 
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opens up greater opportunities for interest groups and voters to influence the pol-
icy process, the result of which may be diluted or even conflicting policies (Besley 
& Case, 2003).

In parliamentary systems, in contrast, the executive is elected at the same 
time as the parliament and controls the legislature through the party system. 
Hence, it can more often than not take legislative support for its measures for 
granted, thanks to the strict party discipline enforced on individual members 
of the parliament, who may lose their party nomination and support if they ever 
vote or speak out against the government. While there may be some bargaining 
over a policy within a party caucus, there is little chance of changing a bill once 
it has been introduced in parliament, as the executive controls the timing and 
content of votes. The only time when this may not be the case is when the gov-
erning party does not have an outright majority in the legislature and governs in 
a minority coalition with other parties, either formal or informal, who often can 
demand modification to the policy in return for their continued support. In many 
countries, especially those with proportional systems of representation that allow 
for a proliferation of minor parties, coalition governments are routine. This com-
plicates policy-making through the need to construct and retain often very elab-
orate multi-party legislative coalitions, though not as much as in the presidential 
system, as the executive still must control a majority of legislator support in a 
parliamentary system if it is to retain its status as a government (Warwick, 2000).

Generally speaking, policy-making in parliamentary systems is centralized 
in the executive, which usually enables the government to take decisive action 
if it so chooses (Bernier et al., 2005). While sometimes decried as overly con-
centrating power and decision-making (Savoie, 1999), this is not entirely unde-
sirable from a policy-making perspective, insofar as a state’s policy capability is 
concerned, because the adversarial politics, legislative bargaining, and log-rolling 
characteristic of legislatures in presidential systems reduces the likelihood of gen-
erating coherent policies.

Domestic Policy Actors

As this discussion shows, flowing from the nature of a country’s political 
 economy and its political system, the following sets of policy actors exist in most 
 liberal-democratic capitalist countries and exercise some influence over policy 
processes and outcomes.

Elected Politicians
As set out above, the elected officials participating in the policy process may 
be divided into two categories: members of the executive and legislators. The 
executive, also referred to in many countries as the cabinet or, simply, the gov-
ernment, is a key player in any policy subsystem. Its central role derives from 
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its constitutional authority to govern the country. While other actors also are 
involved in the process, the authority to make and implement policies rests ul-
timately with the executive. As we have seen, there are indeed few checks on 
the executive in parliamentary systems (such as Japan, Canada, Australia, and 
Britain) as long as the government enjoys majority support in the legislature. It 
is somewhat different in presidential systems (as in the United States or Brazil), 
where the executive often faces an adversarial legislature with different policy 
preferences and priorities. But even here, the executive usually has a wide area of 
discretion beyond legislative control in financial and regulatory matters, as well as 
in defence, national security, and issues related to international treaty obligations 
of different kinds.

In addition to its prerogative in policy matters, the executive possesses a 
range of other resources that strengthen its position. Control over information is 
one such critical resource. The executive has unmatched information that it with-
holds, releases, and manipulates with the intention of bolstering its preferences 
and weakening the opponents’ case. Control over fiscal resources is another asset 
favouring the executive because legislative approval of the budget usually permits 
wide areas of discretion for the executive. The executive also has unparalleled 
access to mass media in publicizing its positions—the “bully pulpit,” as it is called 
in the US—and undermining those of its opponents. Moreover, the executive has 
the bureaucracy at its disposal to provide advice and to carry out its preferences. 
It can, and does, use these resources to control and influence societal actors such 
as interest groups, mass media, businesses, non-governmental organizations of all 
types, and think tanks. In many countries, as pointed out above, the government 
has important powers allowing it to control the timing of the introduction and 
passage of laws in the legislature. This gives the executive a great deal of control 
over the political agenda (Bakvis & MacDonald, 1993).

Counterbalancing the executive’s immense constitutional, informational, fi-
nancial, and personnel resources are conditions that make their task difficult. 
The tremendous growth in the size, scope, and complexity of government func-
tions over the years, for example, prevents generalist politicians from controlling, 
or often even being aware of, the many specific activities of government nom-
inally under their control and transfers much control over administration and 
policy development to lower levels of the bureaucracy (Adie & Thomas, 1987; 
Kernaghan, 1979, 1985a). Moreover, in democratic governments, ministers are 
constantly bombarded with many societal demands, many of which are mutually 
contradictory but which they often cannot ignore because of the need to maintain 
voters’ support, hamstringing their ability to develop clear and effective policies 
(Canes-Wrone et al., 2001). Finally, and perhaps most importantly, a government 
may simply not have the organizational capacity to make coherent policies and 
implement them effectively, lacking trained and experienced personnel, relevant 
knowledge and data, or both.
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Members of the legislature play a very different role in policy-making. In par-
liamentary systems the task of the legislature is to publicize government actions 
and hence help hold them accountable to the public rather than to make or im-
plement policies. But the performance of this function still permits some op-
portunities for influencing policies. Legislatures are crucial forums where social 
problems are highlighted and policies to address them are demanded. Legislators 
also get to have their say during the process of approving government bills and 
governmental budgets to fund policy implementation. In return for their consent, 
they are sometimes able to demand changes to the policies in question. Legisla-
tors may also raise and discuss problems of implementation and request changes.

However, a legislature’s policy potential often may not be realized in practice. 
This is because of the dominance enjoyed by the executive in parliamentary sys-
tems and its effects on the internal organization of the legislature and on the role 
played by legislative committees (Olson & Mezey, 1991). Most laws are proposed 
by the executive and more often than not subsequently adopted by the legislature. 
This is especially so in parliamentary systems, where the majority party forms the 
government and therefore is generally expected to support the passage of bills pro-
posed by the executive. In presidential systems, on the other hand, the legislature 
is autonomous of the government constitutionally as well as in practice, which ex-
plains why presidents, irrespective of whether their party holds a legislative major-
ity, must strike bargains with the legislature or risk defeat of their policy proposals.

The internal organization of the legislature is thus a significant determinant 
of its role in the policy process. Legislatures where the membership is tightly 
organized along party lines, and marked by a high degree of cohesion and dis-
cipline, permit little opportunity for legislators to take an independent stand. 
This is particularly true in parliamentary systems where the legislators belonging 
to the governing party are always expected to support the government except, 
infrequently, when contentious social issues of a moral nature are brought to a 
(so-called “free”) vote. Similarly, the role of individual legislators is lower in par-
liaments in which one party has a clear majority; the existence of several minor 
parties in coalition governments, on the other hand, permitting them a greater 
opportunity to express their opinion and force the government to deal with them.

Also, in most contemporary legislatures, both parliamentary and presiden-
tial, most important policy functions are performed not on the floor of the leg-
islature, as they would have been in the nineteenth century and earlier, but in 
the committees established along functional or sectoral lines to review proposed 
legislation. Committees often build considerable expertise in the area with which 
they deal, and the extent to which this happens enables the legislature to exer-
cise influence over making and implementing policies. But to build expertise, the 
members need to serve on the committees over a relatively long period of time. 
Committee members must also not necessarily vote along party lines if their in-
fluence is to be maintained.
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The nature of the problem being considered also affects legislative involve-
ment in the policy process. Technical issues are unlikely to involve legislators 
because they may not fully understand the problems or solutions, or they may 
see little political benefit in pursuing the matter. National security issues and 
foreign policy-making are also usually conducted in a shroud of secrecy and out-
side the legislature. Similarly, policies dealing with a problem perceived to be 
a crisis are unlikely to involve the legislature very much because of the time it 
takes to introduce, debate, and pass a bill. Policies dealing with allocation or 
redistribution of resources or income among components of the public generate 
the highest degree of passion and debate in legislatures, but usually do not have 
much effect on a government’s overall policy orientation. However, other policies 
related to the propagation and maintenance of certain symbolic values—such as 
the choice of a national flag, immigration, multiculturalism, prayers in schools, 
or the elimination of racism and sexism—are often so divisive that the executive 
may be somewhat more willing to take the legislators’ views into account in form-
ing legislation.

As a result of these limitations, legislatures generally play only a small role 
in the policy process in parliamentary systems. While individual legislators, on 
the basis of their expertise or special interest in a particular issue, can become 
engaged as individual policy actors, especially if they are appointed to cabinet or 
other executive positions, legislatures as a whole are not very significant actors 
in policy-making or implementation. In congressional or republican systems, on 
the other hand, where the legislative agenda is less tightly controlled by the ex-
ecutive, individual legislators can and do play a much more influential role in 
policy processes, and legislative committees and coalitions are often significant 
policy actors in their own right (Warwick, 2000; Laver & Hunt, 1992; Laver & 
Budge, 1992).

The Public
Surprising as it may appear, the public plays a rather small direct role in the public 
policy process in liberal-democratic capitalist countries. This is not to say that its 
role is inconsequential, as it provides the backdrop of norms, attitudes, and values 
against which the policy process unfolds. However, in most democratic states, 
policy decisions are taken by representative institutions that empower specialized 
representative actors to determine the scope and content of public policies, but 
these institutions do not, as a matter of course, provide mechanisms through 
which the public can directly determine policy such as plebiscites or referenda.

One important role played by members of the public in a democratic pol-
ity, of course, is as voters. On the one hand, voting offers the most basic and 
fundamental means of public participation in democratic politics and, by impli-
cation, policy processes. It not only affords citizens the opportunity to express 
their choice of government, but also empowers them to insist that political parties 
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and candidates seeking their votes provide (or at least propose) attractive policy 
packages. On the other hand, the voters’ capacity to direct the course of policy 
usually cannot be realized, at least not directly, for at least three reasons (Hibbing 
& Theiss-Morse, 2002).

First, most democracies delegate policy-making to political representatives 
who, once elected by the voters, are not required to heed constituent preferences 
on every issue (Birch, 1972). Second, as was discussed above, most legislators 
participate very little in the policy process, which tends to be dominated by exec-
utive members and government and experts in specific sectoral areas rather than 
by legislative generalists (Edwards & Sharkansky, 1978: 23). Third, candidates 
and political parties often do not run in elections on the basis of their policy plat-
forms; and even when they do, voters often do not vote on the basis of proposed 
policies alone but may follow ethnic or geographic principles or other more idio-
syncratic preferences for specific candidates or government composition. Having 
said that, it is true that politicians in democratic societies do pay very close atten-
tion to public opinion in a general sense while devising policies, even though they 
do not always respond to or accommodate it (Soroka, 2002).

The impact of public opinion on policy processes is more frequent and per-
vasive, although even less direct than voting. Despite many works over the past 
decades that have consistently found the relationship between public opinion and 
public policy-making in democratic societies to be a tenuous, complex one, there 
persists a tendency to view this relationship as simple, direct, and linear (see 
Luttbeg, 1981; Shapiro & Jacobs, 1989). From at least the time of the early works 
on the subject by scholars such as V.O. Key (1967), E.E. Schattschneider (1960), 
and Bernard Berelson (1952), prominent political scientists and others have re-
peatedly found little or no direct linkage between public opinion and policy out-
comes. Nevertheless, in study after study this finding has been made and remade, 
as investigators appear dissatisfied with it (Monroe, 1979; Page & Shapiro, 1992). 
As Schattschneider suggested, this is no doubt due to the sincere but sometimes 
simplistic notion of democracy held by many investigators that privileges “gov-
ernment by the people” over “government for the people.” But the reality is more 
complex (Soroka, 2002): democracy is more than mob rule (Birch, 1972). While a 
concern for popular sovereignty is laudable, theoretical speculations must be tem-
pered by empirical reality if the relationship between public opinion and public 
policy is to be effectively analyzed and understood.2

The simplest model of the relationship between public opinion and public 
policy-making views government as a policy-making machine—directly process-
ing popular sentiments into public policy decisions and implementation strate-
gies. This is a highly problematic perception as it assumes that public opinion 
has a unified, concrete, and quasi-permanent character that can be easily aggre-
gated into coherent policy positions (Erikson et al., 1980; Erikson et al., 1989). 
Numerous studies have underlined the vague, abstract, and transitory nature 
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of public opinion, however, and have emphasized the difficulties encountered 
in aggregating the “babble of the collective will,” as Rousseau put it, into uni-
versally endorsed policy prescriptions (Rousseau, 1973; also see Lowell, 1926). 
This phenomenon has become more pronounced in recent years as authorita-
tive sources of knowledge about politics and policy-making in the traditional 
media have declined and been replaced by the chaotic and harder to authen-
ticate stories found in social media sources, from Facebook to Twitter and be-
yond ( Anspach et al., 2019; Wooley & Howard, 2018). Moreover, many opinion 
researchers and policy scholars have noted how these difficulties have multiplied 
as scientific and complex legal issues have come to dominate policy-making in 
contemporary societies, further divorcing policy discourses from more general 
and less well-informed public ones (see Pollock et al., 1989; Torgerson, 1996; 
Hibbing & Theiss-Morse, 2002).

The public’s role in policy-making should thus not be taken for granted as 
either straightforward or decisive. But neither should it be ignored, especially 
in relation to other elements of the policy context. Even if elections rarely pro-
vide focused public input on specific policy options, they can often introduce 
real change to policy agendas even if the exact nature and specification of these 
changes remain something of a wild card.

Bureaucracy
The appointed officials dealing with public policy and administration are often 
collectively referred to as the “bureaucracy.” Their function is to assist the exec-
utive in the performance of its tasks, as is suggested by the terms “civil servants” 
and “public servants.” However, the reality of modern government is such that 
their role goes well beyond what one would expect of a “servant.” Indeed, given 
the limitations of legislatures and the public highlighted above, bureaucrats are 
very often the keystone in the policy process and the central figures in many pol-
icy subsystems (Kaufman, 2001).

Most of the policy-making and implementation functions once conducted 
directly by legislatures and the political executive are now performed by the bu-
reaucracy because the responsibilities of modern government are too complex 
and numerous to be performed by the cabinet alone (see Bourgault & Dion, 1989; 
Cairns, 1990b; Priest & Wohl, 1980). Certain important policies have indeed 
even been “automated” so that routine actions can be taken without human in-
tervention. Indexing public pensions to the rate of inflation is an example of such 
“automatic government” (Weaver, 1988). The most exceptional policy decisions 
can also be removed from the deliberation of men and women, as with the case of 
The US “Mutually Assured Destruction” (MAD) security policy during the height 
of the Cold War, which mandated an immediate counterstrike in the event of 
nuclear attack—in this instance, because of the presumption that there would 
be no time for a deliberative reaction to a nuclear attack from the Soviet Union.
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In general, the bureaucracy’s power and influence are based on its command of 
a wide range of important policy resources (see Hill, 1992: 1–11). First, laws them-
selves often provide for certain crucial functions to be performed by the bureau-
cracy, and may confer wide discretion on individual bureaucrats to make decisions 
on behalf of the executive, the legislature, or the state. Second, bureaucracies have 
unmatched access to material resources for pursuing their own organizational, even 
personal, objectives if they so wish. The government is the largest single spender 
in most countries, a situation that gives its officials a powerful voice in many policy 
areas. Third, the bureaucracy is a repository of a wide range of skills and expertise, 
resources that make it one of the premier organizations in society, often rivalling or 
exceeding that of the private sector. It employs large numbers of just about every 
kind of professional, hired for their specialized expertise and dealing with similar 
issues on a continuing basis endows these experts with unique insights into many 
problems and potential solutions to them. Fourth, modern bureaucracies have ac-
cess to vast quantities of information about society. At times the information is de-
liberately gathered, but at other times the information comes to it simply as a part 
of its central location in the government. Fifth, the permanence of the bureaucracy 
and the long tenure of its members often give it an edge over its nominal superiors, 
the elected executive who, on the contrary, come and go with much less predict-
ability because of elections and scandals, among other things. Finally, the fact that 
policy deliberations for the most part occur in secret within the bureaucracy often 
denies other policy actors the chance to effectively oppose its plans.

For all these reasons, bureaucrats can thus exert a prominent influence on 
the shape of the policy context. The structure of the bureaucracy, however, has 
perhaps the strongest effect on public policy processes, especially at the sectoral 
level (Atkinson & Coleman, 1989a). Concentration of power in only a few agen-
cies, for example, reduces occasions for conflict and permits long-term policy 
planning. Diffusion of power, in contrast, fosters interagency conflicts and lack 
of coordination; decisions may be made on the basis of their acceptability to all 
concerned agencies rather than their intrinsic merit. The bureaucracy’s autonomy 
from politicians and societal groups also contributes to its strength and effective-
ness in policy-making. But to be strong, a bureaucracy must have a clear man-
date, have a professional ethos, and enjoy strong support, but not interference, 
from politicians in its day-to-day activities. Close ties with client groups are also 
to be avoided if a bureaucracy is to be effective in circumstances when such 
client’s interests may be challenged. An ability to generate and process its own 
information is also important if reliance on interest groups is to be avoided.

Countries like France, Korea, Singapore, and Japan have historically had 
bureaucracies that enjoy a somewhat exalted status in government and society 
( Katzenstein, 1977). They are said to constitute a homogeneous elite grouping 
that plays the most important role in the policy process. They undergo long profes-
sional training and pursue service in the government as a lifelong career. In other 
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societies, such as Russia and Nigeria, bureaucracies enjoy relatively low status 
and lack the capacity to resist pressures from legislators or social groups, which 
often promotes incoherence and short-sightedness in policies. At the extreme, 
bureaucrats can become so marginalized that corruption becomes the norm, ei-
ther to supplement meagre salaries or because ethics and the rule of law are not 
deemed to matter, as has happened in many countries in years past and continues 
to occur today.

The effective mobilization of bureaucratic expertise is thus somewhat rarer 
than commonly believed (Evans, 1992). Despite the massive expansion in bureau-
cracies throughout the world over the last several decades, weak bureaucracies in 
the sense understood here are the norm rather than the exception (Evans, 1995). 
In many developing countries with corruption, low wages, and poor working con-
ditions, for example, bureaucracies often do not have the capability to deal with 
the complex problems they are asked to address. If these conditions exist in a 
country, then it is quite likely that the state will have difficulty devising effective 
policies and implementing them in the manner intended (Halligan, 2003; Burns 
& Bowornwathana, 2001; Bekke & van der Meer, 2000; Verheijen, 1999; Bekke 
et al., 1996). In many other countries, even if bureaucratic expertise exists in a 
particular area, problems of organization and leadership may prevent its effective 
marshalling (Desveaux et al., 1994).

Thus, while it can be tempting to view bureaucrats as the most influential 
policy actors, either through their grasp of the levers of power or because their 
ineffectiveness constrains many policy initiatives, we must avoid exaggerating the 
bureaucracy’s role. The political executive is ultimately responsible for all policies, 
an authority it does assert at times, as do legislators and electorates. High-profile 
political issues are also more likely to involve higher levels of executive control 
and public interest. Executive control is also likely to be higher if the bureau-
cracy consistently opposes a policy option preferred by politicians. Moreover, the 
bureaucracy itself is not a homogeneous organization but rather a collection of 
organizations, each with its own interests, perspectives, and standard operating 
procedures, which can make arriving at a unified position difficult. Even within 
the same department, there are often divisions along functional, personal, polit-
ical, and technical lines. Thus, it is not uncommon for the executive to have to 
intervene to resolve intra- and inter-bureaucratic conflicts, and bureaucrats in 
democratic countries require the continued support of elected officials if they are 
to exercise their influence in any meaningful way (Sutherland, 1993).

Political Parties
Political parties connect people and their government in ways that affect policy. 
Parties operate along the boundary between state and societal actors, sometimes 
acting as gatekeepers through which actors gain access to political power. They 
tend to influence public policy indirectly, however, primarily through their role 
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in staffing the executive and, to a lesser degree, the legislature. Indeed, once in 
 office, it is not uncommon for party members in government to ignore their offi-
cial party platform while designing policies (Thomson, 2001).

Political parties’ impact on policy outcomes has been the subject of much 
empirical research and commentary (Blais et al., 1996; Castles, 1982; Imbeau & 
Lachapelle, 1993; McAllister, 1989). Findings concerning the role of parties in pub-
lic policy-making, for example, have included evidence that, historically, European 
governments led by Christian democratic and social democratic parties have been 
related positively to the development of welfare state programs (Wilensky, 1975; 
Korpi, 1983), and that “left-wing” and “right-wing” governments have had different 
fiscal policy orientations toward, respectively, unemployment and inflation reduc-
tion (Hibbs, 1977). Partisan differences have also been linked to different charac-
teristic preferences for certain types of policy tools, such as public enterprises or 
market-based instruments (Chandler & Chandler, 1979; Chandler, 1982, 1983).

The idea that political parties play a major role in public policy processes, of 
course, stems from their undeniable influence on elections and electoral outcomes 
in democratic states. While vote-seeking political parties and candidates attempt 
to offer packages of policies they hope will appeal to voters, the electoral system is 
not structured to allow voters a choice on specific policies. Likewise, as discussed 
above, the representational system also limits the public’s ability to ensure that 
electorally salient policy issues actually move onto official government agendas 
(King, 1981; Butler et al., 1981). The official agenda of governments is, in fact, usu-
ally dominated by routine or institutionalized agenda-setting opportunities rather 
than by partisan political activity (Kingdon, 1984; Walker, 1977; Howlett, 1997a).

The contemporary significance of parties has also been challenged by those 
who argue that government has become too complex for influence by partisan 
generalists, with day-to-day influence stemming more from policy specialists in 
government and those in the employ of interest groups and specialized policy 
research institutes (King & Laver, 1993; Pross, 1992). Similarly, other studies fo-
cusing on the extent of policy learning and emulation occurring between states or 
subnational units (Lutz, 1989; Poel, 1976; Erikson et al., 1989) and those examin-
ing the impact of international influences on domestic policy-making have argued 
the case for the reduced importance of parties in contemporary policy processes 
(Johnson & Stritch, 1997; Doern et al., 1996a).

Even when parties do manage to raise an issue and move it from the public to 
the official agenda, they cannot control its evolution past that point. As Richard 
Rose (1980: 153) has put it,

A party can create movement on a given issue, but it cannot ensure the 
direction it will lead. Just as defenders of the status quo may find it 
difficult to defend their position without adapting it, so too proponents 
of change face the need to modify their demands. Modifications are 
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necessary to secure the agreement of diverse interests within a party. 
They will also be important in securing support, or at least grudging 
acceptance, by affected pressure groups. Finally, a governing party will 
also need to make changes to meet the weaknesses spotted by civil ser-
vice advisors and parliamentary draftsmen responsible for turning a 
statement of intent into a bill to present to Parliament.

While political parties’ direct influence on policy may be muted, however, 
their indirect influence is not. The role played by political parties in staffing polit-
ical executives and legislatures allows them considerable influence on the content 
of policy decisions taken by those individuals, including those related to the staff-
ing of the senior public service. However, this power should not be overestimated. 
In modern governments, as we have seen, the degree of freedom enjoyed by each 
decision-maker is circumscribed by a host of factors that limit the conduct of 
each office and constrain the actions of each office-holder. These range from 
limitations imposed by the country’s constitution to the specific mandate con-
ferred on individual decision-makers by various laws and regulations (Pal, 1988; 
 Axworthy, 1988). Various rules set out not only which decisions can be made by 
which government agency or official, but also the procedures they must follow in 
doing so and often attempt to insulate decision-makers and administrators from 
direct partisan influence—by, for example, making it difficult to remove adminis-
trators from office or forcing disclosure of party contacts and contracts.

Political parties thus tend to have only a diffuse, indirect effect on 
 policy-making through their role in determining who actually staffs legislative, 
executive, and judicial institutions. Their role in agenda-setting is very weak, 
while they play a stronger, but still indirect, role in policy formulation and deci-
sion-making because of the strong role played in these two stages of the policy 
cycle by members of the political executive. Their role in policy implementation is 
virtually nil, while they can have a more direct effect on policy evaluation under-
taken by legislators and legislative committees (Minkenberg, 2001).

The fact that the influence of parties on particular stages of the policy pro-
cess may be muted, or that any such influence may be waning, does not necessar-
ily lead to the conclusion that “parties don’t matter.” Richard Rose’s perspective 
on the influence of twentieth-century political parties in governing Britain re-
mains valid today:

Parties do make a difference in the way [a country] is governed—but the 
differences are not as expected. The differences in office between one 
party and another are less likely to arise from contrasting intentions than 
from the exigencies of government. Much of a party’s record in office 
will be stamped upon it from forces outside its control . . . (Rose, 1980: 
141; also see Hockin, 1977)
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Interest or Pressure Groups
Another policy actor that has received a great deal of attention, thanks in part to 
the significant role attributed to it by pluralist and neo-pluralist theorists, is the 
interest group. While policy decisions are taken by government and implemented 
by the executive and bureaucracy, organized groups that advocate the economic 
interests or social values of their members can exert considerable influence on 
policy (Walker, 1991).

One valuable resource that such interest groups deploy is knowledge, spe-
cifically information that may be unavailable or less available to others. The 
members of specialized groups often have unique knowledge about the policy 
issue that concerns them. Since policy-making is an information-intensive pro-
cess, those who possess information hold something of value. Politicians and bu-
reaucrats often find the information provided by interest groups indispensable. 
Government and opposition politicians are thus inclined to assist such groups 
to obtain information that can improve policy-making or undermine their oppo-
nents. Bureaucrats will also solicit groups’ help in developing and implementing 
many policies (Hayes, 1978; Baumgartner & Leech, 1998).

Interest groups also possess other important organizational and political re-
sources besides information. These groups often make financial contributions 
to political campaigns. They also campaign for and deliver votes to sympathetic 
candidates who would support their cause in the government. However, interest 
groups’ political impacts on the formulation and implementation of public policies 
vary considerably according to their differing levels of organizational resources and 
whether they represent business interests or any of various “altruistic” civil society 
causes (Pross, 1992; Baumgartner & Leech, 2001; Halpin & Binderkrantz, 2011). 
First, interest groups come in all sizes. All other things being equal, larger groups 
can be expected to be taken more seriously by the government. Second, some 
groups may form a “peak association” working in concert with business or labour 
groups that share similar interests (Coleman, 1988). A coherent peak association 
may exert greater influence on policy than even a large interest group operating 
on its own. Third, some groups are well funded, which enables them to hire more 
staff, including those with expertise in the “black arts” of political campaigning 
and elections (Nownes, 2004; Nownes & Cigler, 1995; Halpin & Thomas, 2012).

While the policy impact of interest-group campaign expenditures and polit-
ical engagement on behalf of (or against) political parties and candidates is con-
tentious, there is no doubt that differences in financial resources matter (Nownes 
& Neeley, 1996; Nownes, 1995, 2000; Nownes & Cigler, 1995). In democratic 
political systems, these information and power resources make interest groups 
key members of policy subsystems. While this does not guarantee that their inter-
ests will be accommodated, they are unlikely to be ignored except in rare circum-
stances when government leaders deliberately decide to approve a policy despite 
opposition from concerned groups (Thatcher & Rein, 2004).
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Among interest groups, the role of business is particularly salient, as was 
mentioned earlier. The structural strength of business has the potential to both 
promote and erode social welfare. Erosion is more likely when business lacks 
organizational coherence. If “successful,” the ability of individual firms and capi-
talists to pressure governments to serve their particular interests can lead to inco-
herent and short-sighted policies. Endemic conflicts among competing business 
groups only aggravate such situations. The problem may be offset if business has 
a central cohesive organization—or peak association—able to resolve internal dif-
ferences and come up with coherent policy proposals.

The strength or weakness of business and the varying patterns of  government–
industry relations found in a country are usually shaped by historical factors (Wil-
son, 1990a). One political legacy that can yield powerful business organizations 
is a period of strong, persistent challenges from trade unions or socialist parties. 
The stronger the unions, the more cohesive will be the private sector’s organized 
advocacy. The threat does not necessarily have to be continuing, so long as work-
ers and socialist parties exerted power in the past. Another political characteristic 
that encourages strong business organizations is the presence of a strong (i.e., 
autonomous) state. Business must be well organized to have policy influence in 
countries with strong states. A strong state may also nurture a strong business 
association in order to avoid the problems arising from too many groups making 
conflicting demands on the same issue. Strong business associations can simplify 
the management of policy-making by presenting government with an aggrega-
tion of private-sector demands in place of a cacophony of disparate pleas (Halpin 
et al., 2017).

Another factor affecting the organizational strength of business is a nation’s 
economic structure. In national economies characterized by low industrial con-
centration or high levels of foreign ownership, it is difficult for the disparate busi-
ness firms to organize and devise a common position. Political culture also has 
an important bearing on the extent and nature of business involvement in poli-
tics. Where cultures are highly supportive of free enterprise, such as in the US 
and Canada, corporations have seen fewer reasons to invest in costly political 
organizations. Moreover, the degree to which social norms approve of functional 
representation affects the strength of business. Americans, and, to a lesser extent, 
citizens of Britain, Canada, Australia, and other Anglo-American democracies, 
are distrustful of companies pursuing their interests with government on a reg-
ular basis behind closed doors. In the corporatist countries, on the other hand, 
functional representation is accepted and, indeed, is seen as an appropriate be-
haviour of responsible groups (Siaroff, 1999).

Labour, too, occupies a somewhat unusual position among interest groups in 
that it is stronger than most, though considerably weaker than business. Unlike 
business, which enjoys considerable weight with policy-makers even at the level 
of the firm, labour needs a collective organization, a trade union, to have much 
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influence on policy-making. In addition to their primary function of bargaining 
with employers regarding members’ wages and working conditions, trade unions 
engage in political activities to shape government policies (Taylor, 1989:  1). 
The origin of trade unions’ efforts to influence public policy is rooted in late 
 nineteenth-century democratization, which enabled workers, who form a majority 
in every industrial society, to have some say in the functioning of the government. 
Given the clout that their members’ votes could produce in democratic elections, 
it was sometimes easier for unions to pressure government to meet their needs 
than to bargain with their employers. The organization of labour or social demo-
cratic parties, which eventually formed governments in many countries, further 
reinforced labour’s political power (Qualter, 1985).

The nature and effectiveness of trade unions’ participation in the policy pro-
cess depend on a variety of institutional and contextual factors. As with business, 
the structure of the state itself is an important determinant of union participation 
in policy-making. A weak and fragmented state will not be able to secure effec-
tive participation by unions, because the latter would see little certainty that the 
government would be able to keep its side of any bargain. Weak businesses can 
also inhibit the organization of a powerful trade union movement because the 
need appears less immediate.

However, the most important determinant of labour’s capacity to influence 
policy-making is its own internal organization. The level of union membership af-
fects the extent to which states seek or even accept union participation in the pol-
icy process. The same is true for the structure of bargaining units: decentralized 
collective bargaining promotes a fragmented articulation of labour demands. Brit-
ain, Canada, and the United States, for example, have decentralized bargaining 
structures, whereas in Australia, Austria, and the Scandinavian countries bar-
gaining takes place at the industry or even country-wide level ( Esping-Andersen & 
Korpi, 1984; Hibbs, 1987). A union movement that is fragmented along regional, 
linguistic, ethnic, or religious lines, or by industrial versus craft unions, foreign 
versus domestic unions, or import-contesting versus export-oriented labour orga-
nizations, will also experience difficulties in influencing policy. Fragmentation 
within the ranks of labour tends to promote local and sporadic industrial strife 
and yields an incoherent articulation of labour interests in the policy process 
(Hibbs, 1978; Lacroix, 1986).

To realize its policy potential, labour needs a central organization even more 
than does business. Such peak labour associations include the Australian or Brit-
ish Trade Union Congress (TUC), the Canadian Labour Congress (CLC), and the 
American Federation of Labor–Congress of Industrial Organizations (AFL–CIO). 
Collective action is the principal tool that labour has to influence the employers’ 
or the government’s behaviour, so the extent to which labour is able to present 
a united front determines to a great extent its success in the policy arena. To 
be effective, the trade union central needs to enjoy comprehensive membership 
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and have the organizational capacity to maintain unity by dealing with conflicts 
among its members. The role of trade unions in policy-making ranges from most 
influential in corporatist political systems, such as in the Scandinavian coun-
tries, Austria, and the Netherlands, where the state encourages the formation 
and maintenance of strong trade union centrals, to least influential in pluralist 
political systems such as the United States and Canada, where there is no en-
couragement of strong central unions.

Think Tanks and Research Organizations
Another set of societal actors who influence the policy process are the research-
ers working at universities, institutes, and think tanks on particular policy issues 
and issue areas. University researchers often have theoretical and philosophical 
interests in public problems that can be translated directly into policy analysis. To 
the extent academics contribute their research to policy debates, they function in 
the same manner as research experts employed by think tanks. Indeed, in many 
instances academics undertaking relevant policy research are sponsored by think 
tanks (Ricci, 1993; Stone et al., 1998; Cohn, 2007). The following discussion will 
therefore concentrate on the role of these private organizations and the way that 
they interpret policy options through particular ideological and interest-based 
perspectives.

A think-tank can be defined as “an independent organization engaged in 
multi-disciplinary research intended to influence public policy” (James, 1993: 
492). Such organizations maintain an interest in a broad range of policy problems 
and employ, either full-time or on a contract basis, experts on various issue areas 
in order to present thorough recommendations on their areas of concern. Their 
research tends to be directed at proposing practical solutions to public problems 
or, in the case of some think tanks, justifying their ideological or interest-driven 
positions. This sets them apart somewhat from academic researchers at universi-
ties, whose interests are more specialized, who do not necessarily seek practical 
solutions to policy problems, and who often are not so ideologically motivated. 
Explicitly partisan research is also generally frowned upon in academia.

However, while think tanks are generally more partisan than their aca-
demic counterparts, they, too, must maintain an image of intellectual autonomy 
from governments, private corporations, or any political party if policy-makers 
are to take them seriously. Large prominent think tanks in the United States 
include the Brookings Institution, the American Enterprise Institute, and the 
Urban Institute. Similar organizations in Canada include the C.D. Howe Insti-
tute, the Fraser Institute, the Canadian Centre for Policy Alternatives, and the 
Institute for Research on Public Policy. Major think tanks in Britain include the 
Policy Studies Institute and the National Institute for Economic and Social Re-
search (McGann, 2008). Literally hundreds of such institutes are active in the 
Western, developed countries, some with broad policy mandates, others that 



82   ❖   Part I   |   Methodology, Theory, and Context in Public Policy Research

are more limited in their purview, such as the Canadian Environmental Law 
Association (Lindquist, 1993; Abelson, 1996). In the developing world, think 
tanks tend to be financed by and linked to governments, which raises questions 
about their autonomy.

Think tanks target their research and recommendations to those politicians 
who may be favourably disposed to the ideas being espoused (Abelson, 2002). 
They also seek originality in their ideas and, unlike government and university- 
based researchers, they spend a great deal of effort publicizing their findings 
(Dobuzinskis, 2000; Stone, 1996; Weaver, 1989). The need for a quick response 
to policy “crises” has led many think tanks to develop new “product lines.” Short, 
pithy reports and policy briefs that can be quickly read and digested have replaced 
lengthy studies as the primary output of many think tanks. A premium now exists 
on writing articles and op-ed pieces for newspapers and making appearances on 
radio and television programs. This new brand of research and analysis is depen-
dent on “the public policy food chain,” which includes a range of knowledge- and 
policy-oriented institutions. Over the last few decades, much of the work of think 
tanks has been devoted to promoting economic efficiency, since this has been 
an important preoccupation of the governments across the industrialized world 
(Fraussen et al., 2019).

A number of policy trends have influenced the way that think tanks function 
in recent years. Some of these dynamics and their effects include think tanks 
devoted to actors or issue areas affecting women, families (e.g., in Canada, the 
Vanier Institute of the Family), and indigenous groups. In addition, NGOs are 
now playing a central role in developing and implementing foreign and domes-
tic policies and programs. These new entrants to the policy debates have cre-
ated many new specialized think tanks and public policy research organizations, 
which in turn has fostered enhanced competition among them (see Rich, 2004; 
Abelson, 2007; Stone, 2007; McGann & Johnson, 2005). Globalization and the 
associated growth of transnational problems such as pandemics, hunger, and cli-
mate change require a global response, and this has affected the activities of 
think tanks. Some think tanks have responded by developing transnational link-
ages and partnerships, or by becoming multinational organizations themselves, in 
the effort to bridge the chasm between north/south and east/west. In addition, 
the emergence of regional or continental economic alliances such as the EU and 
North American Free Trade Agreement (NAFTA) has created new networks of 
regionally oriented policy institutions (Stone, 2008).

The proliferation of think tanks, however, has been accompanied by cut-
backs in public funds available for research, which in turn has led to increasing 
competition among think tanks for funding (t’Hart & Vromen, 2008). In many 
countries, the cutback in government funding for policy research happened at 
the same time as policy units in governments were downsized or eliminated in 
budget-cutting exercises in the 1990s. At the same time, events such as the end 
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of the Cold War had a profound impact on the funding of research organizations 
focused on areas such as international and security affairs, since donors and gov-
ernments no longer saw the need for such research.

As a result, think tanks have had to devote considerable resources to rais-
ing funds at the expense of research and dissemination of findings (McGann & 
Weaver, 1999). This has led to “over-specialization” and to destructive competi-
tion in this aspect of the political marketplace of ideas (Stone, 2007).

Mass Media
The media constitutes another set of policy actors with an important indirect 
influence on public policy-making. Some suggest that the mass media plays a piv-
otal role in the policy process (Herman & Chomsky, 1988; Parenti, 1986), while 
others describe it as marginal (Kingdon, 1984). There is no denying that the mass 
media are crucial links between the state and society, a position that allows for 
significant influence on public and private preferences regarding the identifica-
tion of public problems and their solutions. Yet, like political parties, the media’s 
direct role in the various stages of the policy process is often sporadic and often 
quite marginal.

The role of the media in the policy process originates from the function 
of reporting on problems, which often leads to analyzing what went wrong and 
sometimes extends into advocating particular solutions. Journalists frequently 
go beyond identifying obvious problems to defining their nature and scope, and 
suggesting or implying solutions. The media’s role in agenda-setting is thus par-
ticularly significant (Spitzer, 1993; Pritchard, 1992). Media portrayal of public 
problems and proposed solutions often conditions how they are understood by the 
public and many members of government, thereby shutting out some alternatives 
and making the choice of others more likely. Questions in parliamentary question 
periods or at presidential press conferences are often based on stories in the day’s 
television news or newspapers.

This is particularly significant considering that news reporting is not an ob-
jective mirror of reality, undistorted by bias or inaccuracy. News organizations 
are gatekeepers in the sense that they define what is worthy of reporting and the 
aspects of a situation that should be highlighted. Thus, policy issues that can be 
translated into an interesting story tend to be viewed by the public as more im-
portant than those that do not lend themselves so easily to narrative structures, 
first-person accounts, and sound bites. This partially explains why, for example, 
crime stories receive so much prominence in television news and, as a corollary, 
the public puts pressure on governments to appear to act tough on crime. Simi-
larly, groups and individuals able to present problems to the media in a packaged 
form are more likely than their less succinct counterparts to have their views 
projected (Callaghan & Schnell, 2001; Erbring & Goldenberg, 1980; Herman & 
Chomsky, 1988; Parenti, 1986).
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We must not, however, exaggerate the mass media’s role in the policy pro-
cess. In the first place, traditional electronic and print media have encountered 
severe disruption in recent years and have found their readership and viewers 
shrinking as they have been undermined or replaced by newer social media sites 
(Hong & Nadler, 2016; Wukich & Mergel, 2016; Perl et al., 2019). But even with-
out this development, other policy actors have resources enabling them to coun-
teract media influence, and policy-makers are for the most part intelligent and 
resourceful individuals who understand their own interests and have their own 
ideas about appropriate or feasible policy options. As a rule, they are not easily 
swayed by media portrayals of issues and preferred policy solutions or by the mere 
fact of media attention. Indeed, they often use the media to their own advantage. 
It is not uncommon for public officials and successful interest groups to provide 
selective information to the media to bolster their case (Lee, 2001). Indeed, very 
often the media are led by government officials’ opinions rather than vice versa 
(Howlett, 1997a, 1997b).

Academic Policy Experts and Consultants
As noted above, analysts working in universities or government tend to research 
policy problems determined by the public’s or the government’s interest, or by 
their own personal curiosity about a particular subject. Although academic policy 
findings tend to receive far less attention than the output from think tanks, the 
scholar’s opportunity for sustained analysis and critique can make up for the lack 
of an immediate “buzz” (Cohn, 2004, 2006; Whitley et al., 2007). Carol Weiss 
has termed this dynamic of scholarly impact on public policy the “enlightenment 
function” to highlight the long-term ability to inform policy actors’ understanding 
(Weiss, 1977a, 1977b; Bryman, 1988).

This role of introducing new findings about policy issues can also be under-
taken by consultants, often the same people, who can carry the ideas and results 
of policy research directly to governments (Lapsley & Oldfield, 2001). There has 
been an explosion in the growth and use of consultants for policy analysis and 
implementation in governments in recent years, a development whose impact and 
implications are yet to be fully recognized and which policy scholars are only 
just beginning to explore (Speers, 2007; Perl & White, 2002; Howlett & Migone, 
2014; van den Berg et al., 2020).

As van den Berg et al. (2020) point out, while the role of consultants in 
the policy process has long been a concern for scholars of public administra-
tion, public management, and political science, empirical studies of policy-related 
consulting are scarce, with little quantitative data. As they argue, several under- 
researched questions exist in this area of policy-making. The first is the “actual 
extent of the use of government consulting in a number of countries, and what 
have been cross-time developments.” In other words, to what extent has the use 
of consultants grown over time, and what are the factors that explain greater or 
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lesser growth in a particular country or sector? The second is the question of what 
role(s) consultants play in the public sector and “how large is the share of these 
consultants in various kinds of policy work (policy analysis, policy advice, im-
plementation and evaluation).” A third is how large is the portion of consultancy 
work that is management consultancy, or other types of consulting, such as ICT 
architects, legal advisers, or accountants. The fourth is how much of consultants’ 
work is concerned with substantive policy advice, and how much is procedurally 
oriented, i.e., organizing policy support, collecting input from external stakehold-
ers, communicating the policy, and so on.

The evidence gathered to date suggests that policy consultancy has been a 
problematic blind spot for scholars, politicians, and other commentators and is a 
far more important and sizable component of the work that happens within gov-
ernment than the literature currently acknowledges. But it also suggests that the 
use of policy consultants is unevenly distributed across types of policy organiza-
tions and policy sectors, countries, and governments (van den Berg et al., 2020).

The International System and Public Policy

Policy-making is very much a domestic concern involving national governments 
and their citizens: in liberal-democratic countries with a capitalist economy or-
ganized along the lines set out above. However, the international system also is 
increasingly vital in shaping domestic public policy choices and policy develop-
ments. Its effects are manifested through individuals working as advisors or con-
sultants to national governments or as members of international organizations 
with the authority under international agreements to regulate their members’ 
behaviour.

Assessing the effects of international institutions on both global and national 
public policy-making is more difficult than assessing those in the domestic arena. 
For one thing, states are sovereign entities with, in theory, the legal authority to 
close their borders to any and all foreign influences as and when they choose. 
In reality, however, it is nearly impossible for states to stop foreign influences 
at the border because of constraints rooted in the international system (Held & 
McGrew, 1993; Walsh, 1994). The extent to which a state is able to assert its sov-
ereignty depends on the severity of international pressures and the nature of the 
issue in question, as well as features innate to the state itself (Knill & Lehmkuhl, 
2002; March & Olsen, 1998b).

The international system not only influences policy sectors that are obviously 
international—trade and defence, for example—but also sectors with no immedi-
ately apparent international connection, such as health care and old-age pensions 
(Brooks, 2007, 2005). The sources of influence lie in the overall structure of the 
international system, and a nation’s place in it, and the specific “regimes” that 
exist in many policy areas.
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International Actors, Regimes, and Non-Regimes
International actors vary considerably in their ability to influence domestic pol-
icies, and this, to a significant extent, is the result of differences in their re-
source endowments. One of the strongest resources determining their influence 
is whether an international regime facilitates their involvement (Krasner, 1982; 
 Haggard & Simmons, 1987). International regimes have been defined by Robert 
Keohane and Joseph Nye (1989: 19) as “sets of governing arrangements” or “net-
works of rules, norms, and procedures that regularize behaviour and control its 
effects.” Such regimes vary considerably in form, scope of coverage, level of ad-
herence, and the instruments through which they are put into practice (Haggard 
& Simmons, 1987). Some are based on explicit treaties whereas others are based 
simply on conventions that develop as a result of repeated international behaviour. 
Some cover a variety of related issues while others are quite narrow in  coverage. 
Some are closely adhered to and others often are flouted. Some are enforced 
through formal or informal penalties whereas others make no such provision. 
Some regimes are administered by formal organizations with large budgets and 
staffs, while some are more akin to moral codes (see Rittberger & Mayer, 1993).

Like other more formal institutions, international regimes affect public pol-
icy by promoting certain options and constraining others. More than that, they 
shape actors’ preferences and the ease with which they can be realized (Doern 
et al., 1996b). Thus, a government willing to assist domestic producers by offering 
export subsidies, for example, may not be able to do so because of formal or infor-
mal international constraints. Regimes of varying scope and depth can be found 
in most, though not all, prominent policy areas.

International actors find it easier to intervene in policy sectors in which an 
international regime sanctioning their intervention already exists (Risse-Kappen, 
1995: 6; Coleman & Perl, 1999). The central place occupied by the International 
Monetary Fund (IMF) in the international monetary regime, for example, enables 
its officers to intervene in the intimate details of public policy-making in many 
nations facing serious financial or fiscal problems.

An even more significant resource at the international level is the actor’s the-
oretical and practical expertise in a policy sector (Barnett & Finnemore, 1999). 
Many international organizations—for example, the World Bank, the IMF, the 
Organisation for Economic Co-operation and Development (OECD), and the 
World Health Organization (WHO)—are vast repositories of established exper-
tise in policy issues, and governments often rely on this expertise when making 
policies, thus giving such international actors significant influence in the policy 
process. The financial resources that international organizations can dispense to 
governments are another source of influence. The different levels of expertise and 
finance that international organizations can deploy often turn out to be crucial 
determinants of the impact that international actors can have on domestic poli-
cies (Finnemore & Sikkink, 1998).
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However, the nature of the national policy subsystems also affects the inter-
national actors’ role in the policy process. International actors can be expected to 
be influential in sectors with fragmented subsystems, because such fragmenta-
tion allows them greater opportunity for intervention. For example, the Interna-
tional Civil Aviation Organization—a UN agency responsible for the air transport 
sector—develops common design standards for airports that are widely adopted 
around the world. Since many of the world’s airports are locally owned or oper-
ated, they would be hard-pressed to develop compatible design among themselves.

Conversely, international actors find it difficult to influence policies where 
the associated subsystem is coherent and united in opposition to external in-
tervention (Risse-Kappen, 1995: 25; Sabatier & Jenkins-Smith, 1993b). The oil 
industry’s resistance to the Kyoto Protocol’s plan for reducing greenhouse gas 
emissions has undermined United Nations efforts to limit climate change by 
scaling back greenhouse gas emissions among many affluent nations, including 
Australia, Canada, and the United States. The most conducive situation for in-
ternational actors is, of course, when the subsystem is coherent and in favour 
of external involvement, as occurs, for example, in many free trade negotiations 
where strong business communities support international trade regimes—in such 
instances the international actors can be expected to be an integral part of the 
domestic policy process (Pappi & Henning, 1999).

But establishing strong international regimes is problematic in many pol-
icy areas. Negotiating treaties in areas such as resource and environmental 
management, for example, has proved challenging. On the one hand, most 
states regard the disposition of natural resources within their jurisdiction 
( including those found in and under oceans) as purely domestic policy ques-
tions. As such, they often resent the effort to create international regimes in 
areas such as forestry and fisheries, which attempt to deal with transnational 
problems in these sectors and treat them as an affront to national sovereignty. 
This is also true of other areas, such as migration, where states are reticent 
to engage in binding agreements that interfere with or affect their ability to 
control movements of people in and out of their jurisdiction and areas of re-
sponsibility (Bierman et al., 2009).

Current global governance arrangements in these areas vary substantially. 
Thus, many sectors currently lack either or both of the binding international 
agreements and institutions, or the common sets of norms and expectations that 
form the basis of traditional “strong” treaty-based regimes. They may have in-
stead either no regime (a “non-regime”) or a kind of “weak” regime with some 
institutions and no treaty, or the reverse situation of a treaty with no institu-
tions to back it up and adjudicate disputes (Dimitrov et al., 2007). Yet, as the 
scope and ambition of global governance have increased over the past three de-
cades, weak international regimes now must deal with complex policy problems 
such as climate change, biodiversity conservation, refugees and movements of 
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populations, transformational technologies, and deforestation, all of which require 
or demand extensive international collaboration and coordination (Howlett &  
 Shivakoti, 2018).

Not all international actors work for public entities or private agencies, of 
course. An influential niche has been carved out by international NGOs that ad-
vocate policy issues and options. At one end of the spectrum, advocacy NGOs 
such as Greenpeace and Amnesty International draw attention to environmental 
and human rights concerns in particular national contexts. These NGOs can cap-
ture public attention, both within and beyond national borders, and exert leverage 
on policy options through calling for boycotts or other sanctions. At the other 
extreme, NGOs like the World Business Council on Sustainable Development 
can support international corporations trying to pre-empt the kinds of criticism 
launched by advocacy NGOs (Sell & Prakesh, 2004; Woodward, 2004; Mathia-
son, 2007).

Recognition of the international system’s influence on domestic public policy 
is one of the more exciting recent developments in the discipline. While the in-
ternational system has probably always affected public policy to some extent, its 
scope and intensity have increased greatly in recent times. This is the result of 
what is described as globalization or, more precisely, internationalization (Hirst & 
Thompson, 1996). Although initially conceived in somewhat simplistic terms, the 
recent literature recognizes the highly complex character of internationalization, 
the different forms it takes across space and time, and the varying effects it has 
on different policy sectors and states (Bernstein & Cashore, 2000; Bennett, 1997; 
Brenner, 1999; Hobson & Ramesh, 2002; Weiss, 1999). This recognition has led 
researchers to investigate more carefully the means, manner, and mechanisms 
through which domestic policy processes are linked to the international system 
(Coleman & Perl, 1999; Risse-Kappen, 1995; Finnemore & Sikkink, 1998; Keck 
& Sikkink, 1998).

The challenge before scholars in such studies is to incorporate changes in-
duced by internationalization into existing conceptions of domestic policy pro-
cesses and their outcomes (Hollingsworth, 1998; Lee & McBride, 2007; Cohen & 
McBride, 2003). However, several key trends can still be identified.

First, the internationalization of the world economy has accelerated the 
speed with which the effects of events elsewhere (natural calamities, wars, ter-
rorist actions, financial crises, stock market gyrations, etc.) spread via the tele-
communications media (Rosenau, 1969). This has expanded the scope for policy 
spillovers as previously isolated sectors converge, overlap, and collide.

What were in the past seen as discrete sectors—such as telecommunications 
and computers, or agriculture and trade—are now increasingly viewed as ele-
ments of a single sector. Any international effort to reduce agricultural subsidies, 
for instance, has an effect on rural development, social welfare, and environ-
ment policies and, ultimately, overall government fiscal policy. Traditional social 
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policy areas such as social security and health care have thus become a part 
of economic and trade policy-making as a result (Unger & van Waarden, 1995; 
 Coleman & Grant, 1998).

Second, internationalization also creates new opportunities for learning 
from the policy experiences of others. This is the theme of much recent work on 
policy transfers, which especially highlights the role of transnational epistemic 
( knowledge-based) communities and NGOs in promoting learning activities (Haas, 
1992; Evans & Davies, 1999; King, 2005; Levi-Faur & Vigoda-Gadot, 2006). The 
lessons of privatizing telecommunications in Britain and deregulating airlines in 
the United States in the 1980s rapidly spread around the world and across policy 
sectors because of the active role played by the associated policy communities 
(Ikenberry, 1990; Ramesh & Howlett, 2006; Eisner, 1994b). Although these ideas 
are often reinterpreted in the transfer process and are the adapted to fit into par-
ticular policy-making processes (Dobbin et al., 2007), there is no doubt that op-
portunities for drawing on ideas that originated beyond a nation’s boundary have 
increased in recent years as internationalization has proceeded apace (Coleman 
& Perl, 1999; de Jong & Edelenbos, 2007; Pedersen, 2007).

Moreover, internationalization promotes new patterns of policy-making 
(Rittberger & Mayer, 1993). When a domestic policy actor loses out in a domestic 
setting, it now may seek to have the policy transferred to the arena of interna-
tional organizations if it expects its position to receive a more favourable recep-
tion in that venue. Powerful new international organizations and regimes such as 
the EU, the World Trade Organization (WTO), and NAFTA have opened up new 
action channels for domestic policy actors pursuing their interests (Howlett & 
Ramesh, 2002; Richardson, 1999; Cortell & Davis, 1996; Demaret, 1997).

Mapping the myriad effects of international regimes and non-regimes on do-
mestic policy-making is beyond the scope of this book. Here we outline only the 
regimes prominent in the areas of trade, finance, and production to illustrate how 
they affect actors and institutions.

The edifice on which the contemporary international trade regime is based 
is the General Agreement on Tariffs and Trade (GATT), signed in 1947 and suc-
ceeded by the WTO in 1995. Its membership includes almost all states in the 
world and the vast majority of world exports are governed by its provisions.

The WTO requires members to work toward lowering trade barriers by ac-
cording “national treatment”3 to imports and not subsidizing exports. These re-
quirements are intended to assist internationally competitive producers, at the 
expense of producers who are not competitive. The agreement restricts govern-
ments’ ability to support domestic industries, either through protection against 
imports or subsidy for exports, although tenacious governments do find ways of 
getting around the restrictions. The difficulties involved in protecting against im-
ports create opportunities and wealth for successful exporters, and by implica-
tion the whole economy, but at the same time impose costs on uncompetitive 
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industries and firms. Some of these costs are then borne by society in the form of 
higher unemployment that triggers greater public expenditure on social welfare 
programs (see Hoekman & Kostecki, 1995).

The international monetary regime has an even greater impact on public pol-
icy, especially since the adoption of a flexible exchange rate system in 1976. The 
fact that exchange rates of currencies are determined by financial markets ac-
cording to the demand and supply of a country’s currency—instead of being fixed 
by international agreement, as was the case under the Bretton Woods agreement 
of 1944—exposes governments to significant international financial pressures. 
Since the financial markets are influenced by currency traders’ interpretation of a 
country’s present economic conditions and their expectations for the future, this 
system often encourages fluctuations in the value of national currencies. Govern-
ments are therefore under constant pressure not to do anything that may, rightly 
or wrongly, attract the attention of speculators who seek to bet against their cur-
rency on the foreign exchange market.

Even more important than the flexible exchange rate system are the ef-
fects of financial deregulation and technological improvements that enable the 
transfer of money around the globe at the speed of light. By the late 1990s, 
foreign exchange trading around the world amounted to more than $2 trillion 
per day. With such huge volumes at stake, international money markets have 
the ability to cause havoc for a country whose policies are presented unfavour-
ably in the 24-hour news cycle and on social media. States must now be ex-
tremely careful about how their policies will be received by financial markets, 
as these affect exchange rates, which in turn affect interest rates and export 
competitiveness, the repercussions of which are felt by the entire economy. A 
government’s decision to increase expenditure on social welfare, for instance, 
could be presented unfavourably in financial media, leading currency traders 
to sell off their holdings, thereby depreciating the value of the currency, which 
might in turn necessitate increasing interest rates to shore up the value of that 
currency. The net result of such manoeuvring could yield an economic slow-
down and higher unemployment. The cumulative effect of all these actions 
and reactions would thus negate the original decision to increase spending. 
Anticipation of negative market reaction to budget deficits also limits the scope 
for using this vital fiscal policy instrument to boost economic activity and lower 
unemployment (Huber & Stephens, 1998). The rapid fall in the US dollar’s 
value in 2008 following years of budget and current accounts deficits suggests 
that even a superpower is not immune to the forces propagated in deregulated 
global financial markets.

Similarly, the liberalization of rules restricting foreign investment, particu-
larly since the 1980s, has led to a massive expansion of foreign direct investment 
and proliferation of transnational corporations (TNCs), which in turn have af-
fected states’ policy options. In 2016, the total assets of TNCs’ foreign affiliates 
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stood at over $112 trillion, they employed over 82 million workers, and their an-
nual sales exceeded $37 trillion (F, 2017: 26).

TNCs not only control large pools of capital, but they are also major players in 
international trade—they account for over two-thirds of world trade—and control 
much of the world’s leading technology and management skills. Since their pri-
mary interest is profits, the TNCs have a motive to locate production where they 
see the greatest opportunity for maximizing the bottom line. But with the rise 
of electronic commerce and digitalization, a subset of TNCs has been increas-
ing their international sales without much expansion of productive assets out-
side their home countries. This so-called light footprint approach to transnational 
commerce is found mainly in technology companies whose outputs rely on a high 
degree of digitalization (Casella & Formenti, 2018).

Given their size, strength, and influence TNCs are major players in the world 
economy and, by implication, in politics and public policy. They can cause seri-
ous disruption to a country’s economy by withholding investment or deciding to 
take their investment elsewhere, possibilities that policy-makers can ignore only 
at their peril. There is also now a competition among countries to attract TNCs 
by offering conditions the latter would find appealing. This often takes the form 
of a state commitment to control labour costs, maintain tax levels comparable to 
those in other similar nations, and relax restrictions on international trade and 
investment. Such pledges can also be elicited by transnational financial compa-
nies such as banks and bond rating agencies, which can downgrade public debt, 
increasing the costs governments must pay to borrow money abroad. All these 
pressures create severe constraints on states’ policy options, not just in economic 
matters but in non-economic domains as well.

However, international regimes do not affect all nations equally. The more 
powerful nations enjoy greater policy autonomy within the international system 
than their less powerful counterparts. This is not only because the powerful states 
have the capacity to force other nations to change their behaviour, but also be-
cause others often voluntarily alter their behaviour to match the expectations of 
the dominant powers (Hobson & Ramesh, 2002). Thus, for example, any inter-
national trade or investment agreement opposed by a predominant trade and in-
vestment nation such as the United States is unlikely to be fully realized, and 
whatever might be achieved against the wishes of trading superpower is unlikely 
to be of much significance. The Chinese government is similarly able, for exam-
ple, to negotiate terms with TNCs desiring access to its gigantic domestic mar-
ket that are unlikely to be made available to most other nations. By leveraging 
their economic and military power in the international arena, some countries can 
operate as policy-makers while others that have a modest hand to play have to 
adopt the role of policy-takers. The more powerful countries and actors—for in-
stance, China, the EU, and the United States—exercise leverage on other nations 
to conform to their preferred policy options. Policy-takers—which include most 
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countries in the world—are nations that give up their capacity to pursue preferred 
policy options in exchange for guaranteed access to financial and product markets 
and/or security alliances.

Policy Subsystems and Policy Regimes: Integrating 
Institutions, Ideas, and Actors
The actors we have identified above originate from the political-economic struc-
ture and institutions of contemporary society and exercise their influence on 
policy-making through interacting with government, with one another, and with 
society at both the national and international levels. These interactions are im-
bued with meaning from the ideas that actors invoke in supporting or opposing 
particular policy options.

Given this mutually defining relationship among actors, institutions, and 
ideas, it is useful to have analytical concepts that can encompass these funda-
mental elements of policy relationships. We have already discussed the concept 
of a policy paradigm, or a set of high-level ideas that structure policy debates. 
Identifying the key actors in policy-making, what brings them together, how they 
interact, and what effect their interaction has on policy-making and policy out-
comes has attracted the attention of many students of public policy-making and 
policy formulation (Timmermans & Bleiklie, 1999). The notion of a policy subsys-
tem has emerged from these studies as a concept that captures the interplay of 
actors, institutions, and ideas in policy-making (McCool, 1998).

Policy Subsystems

The policy universe can be thought of as an encompassing aggregation of all 
 possible international, state, and social actors and institutions that directly or 
indirectly affect a specific policy area. The actors and institutions found in each 
sector or issue area can be understood to constitute a policy subsystem ( Freeman, 
1955; Cater, 1964; Freeman & Stevens, 1987; McCool, 1998) within the larger 
political-economic system of the policy universe (Knoke, 1993; Laumann & 
Knoke, 1987; Sabatier & Jenkins-Smith, 1993b).

This is not to say that all actors and institutions play the same role in every 
subsystem. Some actors are engaged mainly in the struggle over ideas, as mem-
bers of knowledge- or idea-based discourse or “epistemic” communities (Hajer, 
1993; Fischer, 1993; Kisby, 2007), while only a subset of that group—a policy 
network—is engaged in the active and ongoing formulation and consideration of 
policy options and alternatives (Marier, 2008) In the banking sector, for example, 
numerous academics, think tanks, journalists, consultants, and others specialize 
in monitoring the sector and recommending policy alternatives. This subset of the 
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entire possible universe of policy actors constitutes an epistemic or discourse com-
munity. The group of government regulators, decision-makers, and bankers who 
actually make government policy, constitute the policy network (see Figure 3.2).

Over the years scholars have developed a variety of models to try to capture 
the manner in which ideas, actors, and institutions interact in the policy process. 
The oldest conception of a policy subsystem was developed in the United States 
by early critics of pluralism who developed the notion of the “sub-government,” 
understood as groupings of societal and state actors who engaged in routinized 
patterns of interaction, and thus formed a key entity in policy development (de-
Haven-Smith & Van Horn, 1984). This concept was based on the observation 
that interest groups, congressional committees, and government agencies in the 
United States developed systems of mutual support in the course of ongoing in-
teraction over legislative and regulatory matters. The three-sided relationships 
found in areas such as agriculture, transportation, and education were often 
dubbed iron triangles to capture the essence of their structure as well as their 
iron-clad control over many aspects of policy-making (Cater, 1964).

Such groupings were usually condemned for having “captured” the policy 
process, thus subverting the principles of popular democracy by ensuring that 
their own self-interests prevailed over those of the general public (Bernstein, 
1955; Huntington, 1952; Lowi, 1969). However, in the 1960s and 1970s, further 
research into the American case revealed that many sub-governments were not 
all-powerful, and that in fact their influence on policy-making varied across is-
sues and over time (Hayes, 1978; Riker & Franklin, 1980). Soon a more flexible 
and less rigid notion of a policy subsystem evolved, called the “issue network” by 
Hugh Heclo (1978). He argued that while some areas of American political life 
were organized in an institutionalized system of interest representation, others 
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Figure 3.2 The Policy Universe and Policy Subsystems
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were not (Heclo, 1974). The membership and functioning of “iron triangles,” he 
suggested, were often not as closed or rigid as they were depicted to be. Heclo 
conceived of policy subsystems as existing on a spectrum, with iron triangles at 
one end and issue networks at the other. Issue networks were thus larger, less 
stable, experienced a regular turnover of participants, and were much less institu-
tionalized than iron triangles.

Subsequent studies led to the identification of a large variety of subsystems, 
which in turn necessitated the development of alternative taxonomies to  Heclo’s 
simple spectrum of issue networks and iron triangles. Thus, R.A.W. Rhodes 
(1984) argued that interactions within and among government agencies and social 
organizations constituted policy networks that were instrumental in formulating 
and developing policy. He argued that networks varied according to their level of 
“integration,” which was a function of their stability of membership, restrictive-
ness of membership, degree of insulation from other networks and the public, 
and the nature of the resources they controlled. In the US, similar attributes were 
specified by Hamm (1983), who argued that sub-governments could be differen-
tiated according to their internal complexity, functional autonomy, and levels of 
internal and external cooperation.

In a major study of European industrial policy-making, Wilks and Wright 
(1987) endorsed Rhodes’s typology, arguing that networks varied along five key 
dimensions: “the interests of the members of the network, the membership, the 
extent of members’ interdependence, the extent to which the network is isolated 
from other networks, and the variations in the distribution of resources between 
the members.” Refining the iron triangle–issue network spectrum developed by 
Heclo, they argued that this conception allowed a “high–low” scale to be devel-
oped in which highly integrated networks would be characterized by stability of 
memberships and inter-membership relations, interdependence within the net-
work, and insulation from other networks. At the other extreme, weakly inte-
grated networks would be large and loosely structured, with multiple and often 
inchoate links with other groups and actors.

In the US, empirical efforts to clarify and reformulate the concept of policy 
networks were also undertaken. Salisbury, Heinz, Laumann, and Nelson (1987; 
see also Heinz et al., 1990), for example, argued that networks tended to have 
“hollow cores” in that even the most institutionalized networks appeared to have 
no clear leadership. Others argued that networks could be classified according to 
whether or not state and societal members shared the same goals and agreed on 
the same means to achieve those goals. Still others argued that the number of 
discernible interests participating in the network was the crucial variable defining 
different types of networks (McFarland, 1987).

The insight that a policy subsystem might consist of a number of sub- 
components was developed at length in the 1980s in the works of Paul Sabatier 
and his colleagues. In their work, an advocacy coalition refers to a particular 
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subset of actors within the policy subsystem (Sabatier & Jenkins-Smith, 1993b). 
An advocacy coalition consists of actors from a variety of public and private 
institutions at all levels of government who share a set of basic beliefs (policy 
goals plus causal and other perceptions) and who seek to manipulate the rules, 
budgets and personnel of governmental institutions in order to achieve these 
goals over time (1993b: 215).

Jenkins-Smith and Sabatier argued that advocacy coalitions include both 
state and societal actors at all levels of government. Their scheme cleverly com-
bined the role of knowledge and interest in the policy process, as policy actors 
are seen to come together for reasons of common beliefs, often based on their 
shared knowledge of a public problem and their common interest in pursuing 
certain solutions to it. The core of their belief system, consisting of views on the 
nature of humankind and the ultimate desired state of affairs, is quite stable 
and holds the coalition together. All those in an advocacy coalition participate 
in the policy process in order to use the government machinery to pursue their 
(self-serving) goals.

While belief systems and interests determine the policies an advocacy coali-
tion will seek to have adopted, their chances of success are affected by a host of 
factors. These include the coalition’s resources, such as money, expertise, number 
of supporters, and legal authority (Sabatier, 1987). External factors also affect 
what the coalition can achieve by making some objectives easier to accomplish 
than others (Jenkins-Smith & Sabatier, 1993). Some of these external factors—
such as the nature of the problem, natural resource endowments, cultural values, 
and constitutional provisions—are relatively stable over long periods of time, and 
are therefore quite predictable. Others are subject to a greater degree of change, 
including public opinion, technology, level of inflation or unemployment, and 
change of political party in government (Kim & Roh, 2008).

By the end of the 1980s, it was clear from these works and others in many 
different countries that a variety of different types of subsystems existed, de-
pending on the structural interrelationships among their component parts. Ef-
forts then turned to developing a more consistent method of classifying these 
components so that the different types of subsystems could be better understood 
(Atkinson & Coleman, 1989; McCool, 1989; Ouimet & Lemieux, 2000).

A useful distinction can be drawn between communities in which there is a 
dominant knowledge base and those in which there is not. A second critical di-
mension of policy community structure is the number of relatively distinct “idea 
sets” (Schulman, 1988; MacRae, 1993; Smith, 1993) in the community and if, 
and to what extent, a consensus exists on any particular set. Using these two 
dimensions allows us to construct a simple matrix of common discourse commu-
nity types (see Figure 3.3).

In a situation where one idea set is dominant and unchallenged—
such as is presently the case in the area of fiscal policy, where there is 



96   ❖   Part I   |   Methodology, Theory, and Context in Public Policy Research

virtually no opposition to balanced-budget orthodoxy—a form of monopolis-
tic or “ hegemonic” community may develop. On the other hand, where multi-
ple sets of ideas circulate, with no single idea in a dominant position, a more 
chaotic community will exist. A good example of this at present is biogenetics 
policy, where ideas ranging from the “pure science” of genome research to eth-
ical, religious, and conspiratorial theories coexist in the subsystem (Howlett & 
Laycock, 2012). When several major idea sets contest dominance, as Sabatier 
and Jenkins-Smith noted, a third type of contested community may form, as 
is the case in many countries’ debates over environmental protection where 
ideas such as biodiversity and sustainable development contest equally well- 
entrenched concepts of resource exploitation and utilitarianism. Finally, where 
one idea set is dominant but faces challenges from less popular ideas, a frac-
tious community is likely to be found. This is a type of community found at 
present in trade and development policy subsystems, for example, where a dom-
inant global neoliberalism faces a challenge from nationalist inspired idea sets 
promoting more local or national control over migration, economic exchange 
and development (Coleman et al., 1996).

With respect to policy networks, or more structured forms of subsystem in-
teractions, many observers have highlighted the significance of two key variables 
in shaping the structure and behaviour of policy networks: the number and type 
of their membership and the question of whether state or societal members dom-
inate their activities and interactions (Smith, 1993; Coleman & Perl, 1999). With 
these variables, a reasonable classification of issue networks can be developed 
(see Figure 3.4) (Coleman & Skogstad, 1990).

In this model, small (state corporatist) networks dominated by government 
actors, as are commonly found in highly technical issue areas such as nuclear, 
chemical, or toxic substance regulation, can be distinguished from those (state 
pluralist) in which many societal actors are included, as might be the case with 
education or other areas of state-led social policy-making. Other distinct net-
work types exist where a few societal actors dominate a small (social corporatist) 

Figure 3.3 A Taxonomy of Discourse Communities

Number of Idea Sets

Few Many

Dominant  
Idea Set

Yes Hegemonic Community Fractious Community

No Contested Community Chaotic Community

Source: Adapted from Michael Howlett and M. Ramesh, “Policy Subsystem 
Configurations and Policy Change: Operationalizing the Post-positivist Analysis of the 
Politics of the Policy Process,” Policy Studies Journal 26, 3 (1998): 466–82.



3  The Policy Context  ❖   97

network—as in many areas of industrial policy—or where they dominate large 
networks (social pluralist), as is the case in many countries in areas such as trans-
portation or healthcare delivery.

These types of classification schemes help to clarify the possible structure 
of discourse communities and interest networks in policy subsystems and give 
us a general mechanism through which to organize the complex reality of multi-
ple actors and institutions found in the policy-making process. Combining policy 
paradigms and policy subsystems, as discussed below, helps to further clarify 
policy-making complexity by linking those two components together into spe-
cific, relatively long-lasting policy frameworks or policy regimes, as discussed in 
 Chapter 1 (Richardson, 1995).

Conclusion
The policy context is the setting in which the drama of disputing and responding 
to public problems unfolds. While policy-making can extend to cover issues ranging 
from local to global, it is not a uniform backdrop. The policy universe is filled with 
distinctive constellations of actors, ideas, and institutions or “policy subsystems” that 
constitute the space where actual problems are engaged and responses get crafted.

Policy processes draw upon actors from this subsystem, increasingly at both 
the domestic and international levels, and involve both state and societal actors 
in complex systems of mutual interaction. Political-economic, constitutional, and 
legal provisions are important determinants of subsystem participation, while the 
power and knowledge resources of subsystem actors critically affect the nature of 
their activities and interactions. The ideas invoked to justify some actions and to 
disparage others are both introduced by these actors and embedded in the insti-
tutions that structure subsystem creation.

In liberal-democratic capitalist societies, most subsystems, given their central 
location and access to abundant organizational resources, feature a minister(s) 
and bureaucrats in charge of a policy sector who are usually the key governmental 

Figure 3.4 A Taxonomy of Policy Networks

Number of Members

Few Many

Dominant  
Actor

State State Corporatist Networks State Pluralist Networks

Societal Social Corporatist Networks Social Pluralist Networks

Source: Adapted from Michael Howlett and M. Ramesh, “Policy Subsystem Configurations and 
Policy Change: Operationalizing the Post-positivist Analysis of the Politics of the Policy Process,” 
Policy Studies Journal 26, 3 (1998): 466–82.
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actors in policy processes, with the legislators (particularly in parliamentary sys-
tems) playing a secondary role. Their societal counterparts are drawn mainly 
from among interest groups, research organizations, and business and labour. 
These non-state participants bring expertise, information, and interest in the is-
sues under consideration, and seek influence over the policy outcomes through 
subsystem membership and participation in the policy process. The media often 
play an intermediating role in publicizing issues connected to the subsystem and 
identifying possible solutions to those issues.

Studying regime interactions within different stages of the policy cycle thus 
enables researchers to reveal not only a static “snapshot” of the policy-making 
process in particular areas of government activity, but also the dynamics of policy 
stability and policy change. The distinctive problem-solving dynamics in which 
subsystem actors participate is the policy process, which will be elaborated in 
subsequent chapters focusing on the idea of a policy cycle. When policy subsys-
tems and paradigms are connected to appropriate stages of the policy cycle, it is 
possible to uncover how policy issues get on the agenda; how choices for address-
ing those issues are selected; how decisions on pursuing courses of action are 
taken; how efforts to implement the policy are organized and managed, and how 
assessments of what is working and what is not are produced and fed back into 
subsequent rounds or cycles of policy-making.

This analytical framework offers much greater depth than the intuition, hear-
say, and educated guessing of many of the “informed sources” and media pundits 
that bolster many generally held beliefs about policy-making processes in liberal- 
democratic and other states. Mastering the configuration and application of policy 
subsystems and policy paradigms within different stages of the policy cycle is what 
this book intends to teach its readers and is the subject of the next five chapters.

Study Questions
1. How are different policy actors empowered, or disempowered, in a liberal- 

democratic capitalist system?

2. In the context of a particular policy sector, identify the range of policy actors 
that compose the policy universe and the policy subsystem. Why are some actors 
found in one group and not the other?

3. Is the policy universe expanding or contracting with the advent of international-
ization? What difference would this make for policy-makers?

4. Identify examples of “strong,” well-organized policy subsystems; “weak,” disor-
ganized ones; and policy “regimes” and “non-regimes.”

5. What are the salient features of policy subsystems? How can these be identified 
in practice?
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Chapter 4
❖

Agenda-Setting
Definition and Problematics

What Is Agenda-Setting?
Why are some issues addressed by governments and not others? And why are they 
addressed at a particular moment in time and not at another instant? These are 
key questions in the study of public policy dynamics that scholars, practitioners 
and the public have sought to understand for some time.

Agenda-setting is concerned with the way policy problems emerge, or not, as 
candidates for government’s attention. Agenda-setting is a label for the process by 
which governments decide which issues need their attention and prioritize among 
them. It involves, among other things:

• the determination and definition of what constitutes the “problems” that 
subsequent policy actions are intended to resolve;

• preliminary exploration of the possible solutions to such issues;
• assessment of the extent and nature of political support for any kind of action 

to resolve them (Dery, 2000; Kingdon, 1984; Mukherjee & Howlett, 2014).

John Kingdon, in his path-breaking 1984 inquiry into agenda-setting prac-
tices in the United States, provided the following concise definition of this crucial 
first stage of the policy cycle:

The agenda, as I conceive of it, is the list of subjects or problems to 
which governmental officials, and people outside of government closely 
associated with those officials, are paying some serious attention at any 
given time. . . Out of the set of all conceivable subjects or problems to 
which officials could be paying attention, they do in fact seriously attend 
to some rather than others. So, the agenda-setting process narrows this 
set of conceivable subjects to the set that actually becomes the focus of 
attention. (Kingdon, 1984: 3–4)

PART II   |   The Policy Cycle



4  Agenda-Setting  ❖   101

It is perhaps the most critical stage of the policy cycle because what hap-
pens at this early stage of the policy process has a decisive impact on the entire 
subsequent policy cycle and its outcomes. As Cobb & Elder (1972: 12) put it a 
half-century ago, “Pre-political, or at least pre-decisional, processes often play the 
most critical role in determining what issues and alternatives are to be considered 
by the polity and the probable choices that will be made.”

The manner and form in which problems are recognized, if they are recog-
nized at all, are thus important determinants of whether, and how, they will be 
ultimately addressed by policy-makers. Although sometimes taken for granted, 
the means and mechanisms by which issues and concerns are identified as need-
ing government action are not simple. Many issues remain on the public radar 
for some time before they are addressed by government, while others rise quickly 
to the forefront of government attention (Kingdon, 1984). And it has long been 
observed that some are never or only rarely addressed (Bachrach & Baretz, 1962, 
1970) while others receive periodic treatment but are never actually solved or 
permanently go away (Downs, 1972). Fortunately, explaining what causes these 
patterns has preoccupied students of policy-making for some time and some prog-
ress has been made in understanding why these different issue trajectories occur.

Issue Initiation

Initial demands for government action can come from inside and/or outside 
governments, described as inside initiation and outside initiation, respectively 
(Cobb et al., 1976). In the case of inside initiation, the government controls many 
aspects of problem definition, framing and issue articulation. Under these cir-
cumstances, officials can often place an issue onto the formal agenda of the 
government even in the absence of any public pressure, or even any publicly 
recognized grievance. There may be considerable debate within a government 
over the issue, but the public may well be unaware of it until its formal an-
nouncement. In some cases, such as with certain highly technical issues or 
 security-related policies, no formal announcement of the policy change may be 
forthcoming at all. A good example of inside initiation is pension reforms, which 
are often tied to demographic changes that alter actuarial projections of finan-
cial performance. They thus reflect present-day and future fiscal pressures as 
opposed to popular clamour to work longer (admittedly an unlikely proposition) 
or to increase contributions.

Inside initiation also includes situations in which influential groups with 
special access to the government initiate a policy without the general public’s 
involvement (Fischer, 2003). The wish to exclude public scrutiny may reflect spe-
cial characteristics of the sector involved (such as with national security issues) 
but may also stem from political considerations (such as government’s fear that 
an issue might be hijacked or stalled by opponents). Many aspects of banking 



102   ❖   Part II   |   The Policy Cycle

and financial regulation as well as trade negotiations—areas in which narrow but 
well mobilized and well-resourced actors have much to gain or lose—have been 
linked to such agenda dynamics at least in part due to concerns over stability or 
instability in financial and capital markets.

In outside initiation, on the other hand, issues appear on the government 
agenda as a result of “pressure” or lobbying from individuals, groups, and orga-
nizations outside government (Jones, 1994). In this better-known pattern, issues 
arise first within a societal space, and then—if non-governmental actors play 
their cards well and circumstances are propitious—issues expand sufficiently in 
the public realm so as to find space within the government’s informal, and even-
tually its formal, policy agenda.

How common such a pattern is varies by country and jurisdiction. Some sys-
tems of government are more open to outside agenda-setting than others (Cobb 
et al., 1976). California and Switzerland, for example, experience frequent citizens’ 
initiatives that are put to vote by the entire electorate due to constitutional provisions 
for referenda. Other countries, such as Belarus, Brunei, and China, discourage or 
informally suppress the formation of interest groups not controlled by the govern-
ment. In others, such as North Korea, such groups are generally illegal. In yet other 
cases, such as Singapore and Rwanda, state actors may, because of constitutional 
design, capacity or tradition, so dominate the public sphere that most interest-group 
activity, if internalized, and outside initiation remain relatively rare phenomena.

Issue Articulation
There are multiple ways to frame a particular policy issue in a given context, and 
the ways in which problems are defined and (re)framed dictates how they are 
treated in subsequent policy activities (Felstiner et al., 1980). For example, if the 
problem of low school enrolment rate for girls in many countries is defined merely 
as an education problem, it might not receive adequate attention in a country 
where gender inequality is the cultural norm. But if it is framed as a develop-
mental problem affecting a population’s health, housing, labour productivity, eco-
nomic growth and poverty levels, it may receive a rather different reaction and a 
higher priority, motivating swifter public investment in female education.

Both state and non-state actors attempt to construct “policy monopolies” that 
control the definition and image of a problem in the way they prefer it to be framed. 
That is, policy actors and managers encourage the framing of problems in ways that 
expand the constituency in support of their issue prioritization and, ultimately, res-
olution (Cobb & Edler, 1972). Government-sponsored activities such as education 
and information campaigns, for example, can affect the kinds of issues perceived 
by the public as problems and how they are defined in the public imagination.

A sudden crisis that foists a problem onto the public agenda can help to break 
down an existing image “monopoly,” allowing different views of policy problems 
and solutions to compete in public and government discourses. This loss of agenda 
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control by state actors can happen when government communication efforts are 
weak, fragmented, and/or generally unconvincing, allowing other state and societal 
actors to rally support for their own naming and framing of issues. This was the 
case, for example, in 2006 when the issue of US involvement in war in the Mid-
dle East was predominantly framed within the US media not as “how to achieve 
victory” and “whether” to withdraw troops (frames that the government of the 
day would have preferred), but as “how to cut losses” and “why” troops were still 
 deployed at all.

Issue Expansion

Regardless of how popular a policy initiative may be, or how strong its internal 
champions are, however, its induction on to the formal agenda of government 
can be problematic. Outside actors encounter more difficulty in seizing con-
trol of the agenda than do their internal government counterparts, and must 
be backed by expensive and time-consuming public campaigns and lobbying 
for their issues to make it onto the agenda (Dion, 1973; Hansford, 2004). The 
mobilization of support can occur through a range of activities, from organizing 
letter-writing or social and traditional media campaigns to picketing and civil 
disobedience. Good examples of such processes found recently in many coun-
tries include campaigns:

• against drunk driving, led by groups such as Mothers Against Drunk 
Driving (MADD);

• for the legalization of certain drugs such as marijuana; and
• for gay, lesbian, and transgender rights.

In all of these cases, groups engaged in sustained and ultimately successful 
public education and lobbying efforts and not only managed to get their con-
cerns and demands on to the government agenda but ultimately were successful 
in changing policies in their preferred direction.

While inside actors may be able to skip the “social mobilization” phase as 
they seek to push their issue onto the government’s informal agenda, their task is 
not that much easier. In order to move their issue onto the formal agenda, they 
must compete in a crowded agenda field with other issues being promoted inside 
governments (by other inside initiators) and by outsider initiators who are meet-
ing with success in their own efforts.

And, of course, the formal agenda of government and the informal pub-
lic agenda are not independent of each other. Government activities (such as 
 government-sponsored public education and information campaigns), as well as 
more direct measures (such as the funding of specific public works projects), have 
an effect on the kinds of issues defined by the public as “problems,” providing a 
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kind of “feedback loop” between government action and public problem percep-
tion and definition (Fischer, 2003; Hammond, 1986).

Also, of course, not every issue promoted for attention by inside or outside 
initiators is seriously advanced for policy adoption or impact. For example, actors 
in any political arena may attempt to use issue framing as a means to position 
themselves favourably among their supporters, or to deflect attention from defeats 
in other areas. Such phenomena—which underscore that “[b]ecause politics is 
driven by how people interpret information, much political activity is an effort to 
control interpretations” (Stone, 2002)—are a reminder that the process of agen-
da-setting, like much else in the policy-making process, is not as “rational” and 
technical as it is sometimes made out to be.

Agenda-Entrance

Timing is critical in agenda-setting. The concept of a “policy window” or “oppor-
tunity opening” through which an issue may be placed onto a government agenda 
drives home the point that the agenda-setting process is sometimes driven by 
random and unpredictable events that move problems suddenly to the forefront 
of public consciousness and concern (Kingdon, 1984). We see this, for example, 
when an airliner crashes and forces changes to safety practices or when an election 
produces a new government with different priorities. The year 2016 saw several 
such examples—for instance, the multi-dimensional shockwaves emanating from 
the British electorate’s decision to exit the EU, and Donald Trump’s victory in the 
2016 US presidential election. However, many policy windows are not random but 
quite predictable. The high-profile nature of random windows might lead to the 
impression that agenda-setting is uncontrollable; but most policy windows open 
quite predictably. Legislation comes up for renewal on schedule, for instance, cre-
ating opportunities to change, expand, or abolish certain programs; policy actors 
and managers neglect such predictable action points at their own peril.

In fact, studies have found that four types of policy windows are common, 
and at least one is very routine and common:

• routinized windows: in which regularly scheduled procedural events 
such as budget cycles dictate agenda openings;

• discretionary windows: where individual political preferences on the 
part of decision-makers dictate window openings;

• random windows: where unforeseen events, such as disasters or scan-
dals, open agenda windows; and

• spillover windows: where related issues are drawn into already opened 
windows in other sectors or issue areas, such as when railway safety 
issues arise because of the increased attention paid to airline or automo-
bile safety after some crisis or accident (Howlett, 1998).
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Given this predictability, policy actors often prepare well in advance in 
order to be able to seize a chance to push their concerns forward when a window 
 opening occurs. In order to use window openings, policy actors need the capacity 
to identify and act upon the kinds of windows likely to be present in their areas of 
interest. Regardless of their source, however, open windows are scarce and often 
short-lived; actors must be prepared for them. Opportunities come, but they also 
pass. Windows do not stay open long, and if a chance is missed, another must be 
awaited, sometimes for a very long time. The strategies of agenda control that pol-
icy actors and managers employ, then, should include the ability to prepare for the 
different kinds of windows that may open, a subject that requires the analytical 
capacity to predict events and take advantage of them.

The Problematics of Agenda-Setting: 
Issue-Attention Dynamics
Issue-Attention in Governments and Society

At its most basic, agenda-setting is about the recognition of some subject as a 
problem requiring further government attention (Jones & Baumgartner, 2005). 
Attention to problematic issues originate in a variety of ways and most undergo 
intense scrutiny from both the public and officials before they are seriously con-
sidered for resolution by government. This recognition does not guarantee that 
the problem will ultimately be addressed, but merely that it has been singled out 
for the government’s consideration from among the mass of problems existing in a 
society at any given time. That is, it has been raised from its status as a subject of 
concern to that of a private or social problem and finally to that of a public issue, 
potentially amenable to government action. While threats and challenges to exist-
ing programs and policies are frequently the forces that motivate issue definition 
in policy agenda-setting, there are also times when policy agendas are set by the 
attraction of an opportunity, such as an airplane or train crash promoting con-
cerns for more action on public safety.

Understanding the processes through which a subject of concern comes to 
become interpreted as a public issue susceptible to further government action 
raises deep questions about the nature of human knowledge and the social con-
struction of that knowledge (Berger & Luckmann, 1966; Holzner & Marx, 1979). 
The policy sciences literature has gone through significant changes over the last 
several decades in its understanding of what constitutes such problems and how 
they are constructed.

Early works in the policy sciences in the immediate post-WWII period, for 
example, often assumed that problems had an “objective” existence and were, 
in a sense, waiting to be “recognized” by governments who would do so as their 
knowledge and understanding of natural and social processes increased and as 
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their capacity for action progressed. Hence mental illness could not be dealt 
with until knowledge and understanding of human psychology advanced to 
the point of recognizing conditions and proposing solutions, and until govern-
ments had absorbed this knowledge in public health departments and other 
agencies and were capable of proposing solutions that might address these 
conditions.

Later works in a more “post-positivist” direction, however, acknowledged that 
problem recognition is very much a socially and politically constructed process 
that involves the creation of accepted definitions of normalcy and of what con-
stitutes an undesirable deviation from that status quo (McRobbie & Thornton, 
1995). Hence, in this view, problem recognition is not a simple mechanical pro-
cess of recognizing challenges and opportunities as knowledge and capacities in-
crease; rather, it is a sociological one in which the “frames” or sets of ideas within 
which governments and non-governmental actors operate and think, and how 
they shift and develop, are of critical significance (Goffman, 1974; Haider-Markel 
& Joslyn, 2001; Schon & Rein, 1994).

In the abstract, a successful agenda-setting process is one that is able to 
prioritize and assess the root causes of problems, and to focus the lion’s share 
of attention onto those problems with a fighting chance of resolution within a 
reasonable time period, utilizing an available amount of government resources. 
However, this is often not the case. Rather governments typically have a great 
deal of trouble understanding the sources of problems, estimating what is feasible 
and what is not, and controlling the sequencing in which issues that will be dealt 
with (Skodvin et al., 2010). In many cases, they are unable to exercise control over 
the issues that appear on their agendas; issues may be driven instead by factors 
such as natural calamities, partisan political manoeuvring and fickle public con-
cerns driven by media headlines (Levin et al., 2012). Dealing with these process- 
and substance-related problems is essential both to agenda management and to 
 understanding why policy actors act the way they do.

Problems versus Conditions

The difficulties governments face in agenda-setting begin with the very definition 
of what is a policy “problem” needing action. As Kingdon (1984) noted, a “prob-
lem” is not the same as a “condition,” which is some aspect of social life that may 
or may not be amenable to correction by government (even though it may be a 
source of public or government concern). A good example of a condition is human 
aging, broadly considered to be inevitable and outside the bounds of government 
control. While aspects of aging—such as elderly poverty or elderly care—may 
 involve related issues that may be amenable to policy intervention and thus be-
come “policy problems,” aging in itself is a condition of life that governments 
cannot alter, not a problem per se.



4  Agenda-Setting  ❖   107

A problem, then, is the undesirable effect of a condition that is amenable 
to government action (Peters, 2005). Hence the fact that airplanes crash, for 
 example, is a condition linked to gravity, which makes some accidents inevitable. 
But air traffic safety and aircraft maintenance are problems that can be addressed 
through, for example, the development of air traffic control systems and stan-
dards or, in the case of aircraft maintenance, regular inspections and mainte-
nance standards and protocols (Rochefort & Cobb, 1994).

Problem Tractability

Problems vary in their “tractability”—the degree of difficulty involved in de-
veloping and implementing solutions to them (Hisschemoller & Hoppe, 1995). 
A problem such as deaths from car collisions might be effectively and affordably 
mitigated by, for example: mandating seat belt installation and use; better traffic 
law enforcement; increasing fines for speeding and drunk driving; and so on. 
In contrast, problems such as eliminating homelessness may be less tractable, as 
they might involve a staggering array of issues, such as individual lifestyle; fam-
ily life; job preparation and employment trends; housing markets; mental health, 
drug, alcohol, and sexual abuse; and many other factors. Some problems deeply 
rooted in human behaviour such as cigarette smoking and drug and sexual abuse 
are especially pernicious and difficult to root out or correct, making them, highly 
intractable although, as the example of cigarette smoking highlights, not impossi-
ble to address (Cnossen, 2005).

Notwithstanding newspaper columnists, pundits, and media commentators 
who typically present the causes and nature of policy problems and the solutions 
to them as simple and self-evident, and hence the failure to attain a correct out-
come as being the fault of venal, unintelligent or ideologically blinkered politi-
cians and civil servants (Rose & Parsons, 2015), in reality the opposite is often 
true. Problems with tractable characteristics—sometimes referred to as “well- 
structured” or “tame” problems (Simon, 1973)—are quite rare in the real world of 
public policy, not least because easily tractable issues are “low-hanging fruit” that 
typically have already been the subject of earlier policy activity and in many cases 
greatly mitigated (at least as compared with initially very high levels).

Even for problems deemed to be relatively tractable, policy efforts take 
place in a complex, dynamic environment. This is even more true in the case of 
“ill-structured” or “wicked” problems. These problems have

• boundaries subject to dispute;
• causes that may be unknown or poorly understood; and
• potential solutions that are highly uncertain and/or subject to deep dis-

agreement among technical experts and social and political actors ( Rittel 
& Webber, 1973; Churchman, 1967).
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Such problems are occurring more frequently on government agendas as citizens, 
NGOs and government agencies search for or demand ameliorative action on a 
wider range of problems linked to boundary-crossing conditions such as global 
warming.

Highly intractable issues can appear and disappear from policy agendas in 
a pattern that Anthony Downs (1972) called an “issue-attention” cycle. In it, im-
mediate concerns and calls for action run up against the difficulties and costs 
involved in correcting or altering relevant policy behaviour. Government and pub-
lic attention drifts elsewhere until the issue is again raised by some event and/
or interest group. The public outcry against gun violence following periodic mass 
shooting events in the United States is a good example of this process. Efforts to 
limit or control access to weaponry in many countries that have proved effective 
in preventing such massacres are stymied by constitutional and  interest-group 
impediments in the US (Erbing et al., 1980).

Other Dilemmas of Policy Problems

Governments face other challenges in agenda-setting, beyond issues of agenda 
control and the tractability of issues. Consider two. First, the poor framing of 
public problems often leads to government and public preoccupation with inef-
fective and wasteful solutions—preoccupation that may crowd out attention to 
more feasible solutions. Certainly, many social media and media commentators 
and pundits (but also politicians more interested in constituency building than 
problem-solving) contribute to this dysfunction.

Second, many critical public problems fail to reach official policy agen-
das, while relatively minor concerns—or concerns affecting narrow interest 
groups—frequently do so. A prominent cause for this is the nature of the in-
terest articulation and aggregation systems present in a country or jurisdiction; 
these can favour the concerns of minor groups of “special” interests over more 
general or “public” ones. The attention paid by many governments to tax breaks 
for the richest and wealthiest group of citizens and businesses—those capable 
of hiring lobbyists and public relations firms to press their claims for exemptions 
and special treatment— for example, is far greater than that paid to issues such 
as gender inequality or child poverty. This is the case despite the fact that the 
latter issues affect many more people in much more serious ways than a lower 
capital gains tax. But issues such as poverty and inequality are also much less 
amenable to clear solutions or to sustained and focused public pressure, given 
their diffuse character and the voluntary nature of groups and individuals con-
cerned with their elimination.

NGOs and other non-governmental actors can and do take these processes 
and potential outcomes into account as they attempt to make their voices heard in 
policy-making circles. And governments and policy managers are well positioned 
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to facilitate or hinder such efforts by, for example, easing the process of agenda 
access for broadly constituted public interest groups or making the same more 
difficult for narrow groups (Cobb & Ross, 1997a; Rochefort & Cobb, 1994). 
While public agencies are well positioned to tackle these and other defects in 
agenda-setting and thus improve policy processes and outcomes, this potential 
remains largely untapped. This is not least due to the widespread mispercep-
tion that public managers’ responsibility is confined to implementation of a given 
mandate handed down from above (Rosenbloom, 2008).

The Substance of Agenda-Setting: 
Problem Construction
Given the different configurations of conditions, institutions and actors found 
in different jurisdictions, it is not surprising that the actual content of policy 
agendas differs across governments and time periods. That is to say, agenda 
items differ greatly between countries and jurisdictions in terms of the substance 
or content of agenda issues and the timing of their entrance into the process 
( Dowding et al., 2015).

In general, agenda formation depends on the nature of the economic and 
social circumstances in which people live and governments operate. In China, for 
example, the government’s top agenda items in the late-twentieth century focused 
on spurring economic growth and addressing chronic problems in social service 
delivery. In the twenty-first century, China’s economic policy agenda shifted 
away from production and supply concerns toward more consumption- and safe-
ty-oriented concerns, including threats to food safety and growing air pollution. 
In France and Japan, on the other hand, priorities in the later period included 
the reform of the pension system for public-sector employees, and on health and 
immigration concerns—with both issues spurred largely by shifting demograph-
ics and the aging of their populations (Pritchard, 1992). These are phenomena 
that China too will face, but at a later date given the structure of its population 
demographics.

As discussed in Chapter 3, policy subsystems—actors involved in defining 
and interpreting a problem and identifying solutions to it—play a significant role 
in bridging the gap between the formal, government agenda and the informal, 
public one. The “image” that a policy problem has within a policy community—
how it is named, claimed, blamed, and framed by different policy actors—heavily 
 influences a problem’s articulation, deliberation, and resolution (Baumgartner & 
Jones, 1993).

Hence, as mentioned above, when a problem such as unemployment is por-
trayed as a technical and economic issue rather than a social one, economic ex-
perts in the policy community may dominate policy-making, and solutions can 
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be discussed within a frame of immigration targets, apprenticeship quotas, or tax 
burdens. When the ethical, social, or political aspects of the problem assume the 
centre stage, however, a much broader range of policy community participants 
might be involved. For example, if the problem of unemployment is framed as 
being the result of unequal and unjust distributions of income, wealth, or oppor-
tunities, then actors such as political parties, trade unions, religious  organizations, 
and social justice activists may rise in salience.

Furthermore, the nature of the issue at hand may influence the ability of any 
actor to affect the timing and entrance of a problem onto a societal or government 
agenda. Some issues—for example, adjusting resource allocation across indus-
trial or social welfare portfolios—afford public managers greater opportunity and 
discretion for deciding on the time and circumstance of their entrance onto a 
policy-making agenda. In other cases, critical events—such as the 9-11 attack on 
the World Trade Center in 2001—force an agenda item onto the front burner of 
government attention and compel action whether or not they are prepared to do so 
(Birkland, 1998; Levin et al., 2012). The great majority of issues, however, afford 
more discretion and leeway to the gatekeepers of government agendas. The con-
struction of a new highway or hospital, for instance, may well be left for consider-
ation until immediately prior to an election for reasons that are explained below.

Objective Construction: Convergence Theory 
and Political Business Cycles

Most early works on the subject of agenda-setting began with the assumption that 
relatively long-term socio-economic conditions—such as demographic changes, 
urbanization, and changes in wealth and occupations—led to the emergence of 
particular sets of problems to which governments eventually responded. These 
models often posited that the issues facing all modern governments were con-
verging toward a common pattern because of similar social, economic, and demo-
graphic processes, which in turn elicit similar response from governments. Other 
models postulate that the interplay of economic and political activity affects the 
nature and timing of issues that make it onto the agenda, leading to much more 
idiosyncratic pattern of agenda-setting.

The idea that public policy problems and issues originate in the level of 
“ development” of a society, and that particular sets of problems are common 
to states at similar levels of development, was first broached by early observ-
ers of comparative public policy-making. In the mid-1960s, observers began to 
conclude that cultural, political, and other factors were less significant for ex-
plaining the mix of public policies than were factors related to the level of eco-
nomic development of the society (Dye, 1966; Sharkansky, 1971). Subsequently, 
authors such as Harold Wilensky (1975), Philip Cutright (1965), Henry Aaron 
(1967), and Frederick Pryor (1968) all developed the idea that the structure of a 
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nation’s economy determined the types of public policies adopted by the govern-
ment. This line of analysis led scholars to develop the convergence thesis, which 
suggests that as countries industrialize, they tend to converge toward the same 
policy mix ( Bennett, 1991; Kerr, 1983; Seeliger, 1996). The emergence of similar 
welfare states in industrialized countries was presented as evidence for the trend 
(Wilensky, 1975). Agenda-setting in this perspective was thus seen as a virtually 
automatic process occurring as a result of the stresses and strains placed on gov-
ernments by social and economic dislocations and the requisites of industrializa-
tion and economic modernization.

The convergence thesis was disputed by critics who argued that it oversim-
plified actual policy development processes, ignoring significant variations in 
the substance and timing across countries (Heidenheimer et al., 1975). By the 
mid-1980s a second, less deterministic explanation of agenda-setting behaviour 
had emerged, which treated political and economic factors as an integral whole. 
This power-dependency model argued that industrialization creates both a need 
for programs such as social security (because of the aging of the population and 
processes of urbanization that usually accompany economic modernization) 
and also generates the economic resources (increased tax revenues because of 
increased productivity) to allow states to address these needs through programs 
such as public pension plans, unemployment insurance, and  the like (Korpi, 
1980, 1983). More importantly, in this view, industrialization also  creates a 
working and middle class with a need for social security and the political re-
sources (because of the number of voters in these groups and their ability to 
disrupt production through work stoppages and other forms of industrial pro-
tests) to exert pressure on the state to meet those needs. The ideology of the 
government in power and the political threats it faces are thus seen as import-
ant factors affecting the extent to which the state is willing to meet the demand 
for social welfare, the types of programs it is willing to utilize to do so, and 
when these initiatives might occur (Esping-Anderson & Korpi, 1984; Therborn, 
1989).

While some issues, such as the role of international economic forces in driv-
ing domestic policy agendas in these and other areas are still debated (Cameron, 
1984; Katzenstein, 1985), this power resource-dependency view offered a rea-
sonable alternative to convergence-inspired explanations of public policy agenda- 
setting. However, it remained at a fairly high level of abstraction and was difficult 
to apply to specific instances of policy-making (see Uusitalo, 1984).

One way that scholars sought to overcome this problem was by reintegrating 
political, specifically electoral variables with economic ones in a new “political 
economy of public policy” (Hancock, 1983). Here it was argued that both electoral 
and economic factors are important determinants of agenda-setting and should 
therefore be studied together, especially insofar as political electoral- economic 
events can affect the timing and content of specific policy initiatives.
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One of the most important versions of this line of argument posited the 
idea of a political business cycle. The notion of a political business cycle grew 
out of the literature on business cycles, which found that the economy grew in 
fits and starts according to periodic flurries of investment and consumption be-
haviour (see Schneider & Frey, 1988; Frey, 1978; Locksley, 1980). When  applied 
to public policy-making, it was argued that modern governments often inter-
vened in markets to smooth out fluctuations in the business cycle with an eye 
on elections (Tufte, 1978: 71). Policies that caused difficulties for voters and 
hence could affect the electoral prospects of the ruling party were more likely 
to be placed on the government’s agenda when an election did not loom on the 
immediate horizon.

While few disagreed that partisan ideology could have an impact on the na-
ture of the types and extent of government efforts to influence the economy, this 
approach was criticized for its limited application to democratic countries, and 
only to a subset of these such as the United States, where electoral cycles were 
fixed. In many other countries, elections either do not exist or are not competitive, 
or their timing is indeterminate and depends on events in parliaments or other 
branches of government, making it difficult if not impossible for governments to 
make very precise calculations about policy timing (Foot, 1979; Johnston, 1986). 
It was also argued that the concept of the business cycle itself was fundamentally 
flawed and that the model simply pointed out the interdependence of politics 
and economics already acknowledged by most analysts (see  McCallum, 1978; 
Nordhaus, 1975; Schneider & Frey, 1988; Boddy & Crotty, 1975).  Nevertheless, 
such thinking moved policy scholars away from purely objective notions of 
 agenda-setting behaviour to take more seriously the social and political construc-
tion of this policy activity.

Subjective Construction: Ideas and Discourses

In the alternative view of the nature of policy problems set out above, the “prob-
lems” that are the subject of agenda-setting are considered to be constructed in 
the realm of public and private ideas, detached from economic conditions or 
other macro-social processes (Berger & Luckmann, 1966; Hilgartner & Bosk, 
1981; Holzner & Marx, 1979; Rochefort & Cobb, 1993; Spector & Kitsuse, 1987). 
In this view, the idea that agenda-setting proceeds in a mechanistic fashion or 
through rational analysis of objective conditions by social and political actors is 
considered to be deceptive, if not completely misleading. Rather, policy-makers 
are a part of the same discourses as the public and, in Edelman’s metaphor of 
the “political spectacle” (Edelman, 1988), are involved in manipulating the signs, 
sets, and scenes of a political drama. According to the script of these discourses, 
which is written as the play is underway, different groups of policy actors are 
involved, and different outcomes prescribed, in agenda-setting (Muntigl, 2002; 
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Schmidt & Radaelli, 2005; Johnson, 2007). As both the volume and the  influence 
of misinformation, agnotology, and spin expands in the global reverberation of so-
cial media, it is not surprising to find multiple and incommensurate policy agen-
das being composed about discourses on climate change, trade, and human rights 
(Perl et al., 2018).

Of course, as noted in earlier chapters, it had long been noted in policy 
studies that the ideas policy actors hold have a significant effect on the kinds 
of decisions they make. Although efforts have been made by economists, psy-
chologists, and others to reduce these sets of ideas to rational calculations of 
self- interest, it is apparent that, even in this limiting case, traditions, beliefs, and 
attitudes about the world and society held by policy-makers and in the general 
public affect how individuals interpret their interests, including policy-makers 
(Flathman, 1966).

As discussed in Chapters 2 and 3, specific policy-relevant sets of ideas— 
ideologies or paradigms—can exert a significant influence over public policy- 
making. For it is through these ideational prisms that individuals conceive of social 
or other problems that inspire their demands for government action and through 
which they design proposed solutions to these problems (Chadwick, 2000; George, 
1969). As Murray Edelman (1988: 12–13) argued, in this view policy issues arise 
largely on their own within social discourses, often as functions of pre-existing 
ideological constructs applied to specific day-to-day circumstances. Social media 
work to expand the scope of circumstances that can trigger ideological reactions 
as information moves globally, and almost any policy problem or issue around the 
world can now go “viral” in distant places and with unpredictable consequences.

Different types of ideas have different effects on policy-making, especially 
agenda-setting. As Goldstein and Keohane (1993b) and Campbell (1998) have 
noted, at least three types of ideas are relevant to policy: world views, princi-
pled beliefs, and causal ideas (see Braun, 1999; Campbell, 1998). These ideas 
influence policy-making by serving as “road maps” for action, defining problems, 
affecting the strategic interactions between policy actors, and constraining the 
range of policy options that are proposed.

World views or ideologies have long been recognized as helping people make 
sense of complex realities by identifying general policy problems and the motiva-
tions of actors involved in politics and policy. These sets of ideas, however, tend 
to be very diffuse and do not easily translate into specific views on particular 
policy problems. While scholars recognized that the general policy mood or policy 
sentiment found in a jurisdiction can be an important component of a general 
macro-policy environment, for example by influencing voting for representatives 
and yielding a certain political orientation in government (Durr, 1993; Stimson, 
1991; Stimson et al., 1995; Lewis-Beck, 1988; Suzuki, 1992; Adams, 1997), the 
links of these kind of beliefs to agenda-setting remain quite indirect (Stevenson, 
2001; Elliott & Ewoh, 2000).
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Principled beliefs and causal stories, on the other hand, can exercise a much 
more direct influence on the recognition of policy problems and on subsequent 
policy content (see George, 1969). In the policy sciences, this notion of ideas 
creating claims or demands on governments was taken up by Frank Fischer and 
John Forester (1993) and Paul Sabatier (1987, 1988), among others writing in 
the 1980s and 1990s. As originally presented by the French social philosopher 
Michel Foucault (1972), the concept of a political discourse was a tool for un-
derstanding the historical evolution of society. Foucault believed that historical 
analysis should contribute to social theory by explaining the origin, evolution, 
and influence of discourses over time, and by situating current discourses into 
this framework.

In a policy context this means that policy issues can be seen as arising from 
pre-existing social and political discourses that establish both what a problem or 
policy opportunity is and who is capable of articulating it. The effect of causal 
stories, in particular, on agenda-setting was explored by Deborah Stone (1988, 
1989). As she noted, policy-making often features a clash of frames and a struggle 
among policy actors over the “naming” of problems, the “blaming” of conditions 
and actors for their existence, and the “claiming” of specific vantage points or per-
spectives for their resolution (Felstiner et al., 1980–1; Bleich, 2002). The resolu-
tion of this conflict and the elevation of a private or social grievance to the status 
of a public problem, therefore, is often related more to the abilities and resources 
of competing actors than to the elegance or influence of their ideas, although 
these ideas remain critical in determining the specific content of that problem 
(Surel, 2000; Snow & Benford, 1992; Steinberg, 1998, Dostal, 2004).

In this view, then, the policy-making agenda is created out of the history, 
traditions, attitudes, and beliefs of central policy actors encapsulated and codified 
in the discourses they construct (Jenson, 1991; Stark, 1992). These discourses 
are not always “positive” but can involve racist, misogynist, and other kinds of ma-
levolent discourses that can, in turn, exacerbate ethnic, religious, and other kinds 
of societal tensions (Htun & Weldon, 2012). In this view, symbols and statistics, 
both real and fabricated, are used to back up one’s preferred understanding of 
the causes and solutions of a problem. Symbols are discovered from the past or 
created anew to make one’s case. And even when using statistics, policy-makers 
and analysts know how to find what they are looking for and use this data less 
to convince others of the correctness of their positions and claims, but in order 
to support their claims and undermine those of rivals (Howlett & Cuenca, 2016; 
Schaffrin et al., 2014; Lehtonen et al., 2016).

Thus, in this post-positivist view, understanding agenda-setting requires both 
a knowledge of contextual factors related to the dynamics of the economy and so-
ciety, as positivists would have it, and also an understanding of how individuals 
and/or groups make demands for a policy in ways that will influence government, 
and vice versa.
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In short, in this view policy researchers need to identify the conditions under 
which these demands emerge and are articulated in prevailing policy discourses 
(Spector & Kitsuse, 1987: 75–6; McBeth et al., 2005). Definitively explaining 
how the material interests of social and state actors are filtered through, and re-
flect, their institutional and ideological contexts to influence the specific timing 
and content of agenda-setting has proved elusive (Thompson, 1990).

Gauging Problem Severity: Indicators and Measures

Whether it is thought to be objective or “only” a subjective construct, determining 
how extensive or important a problem is forms a key component of agenda-setting 
and indicators play a powerful but under-investigated role in shaping this process 
(Kingdon, 1984). This is because no government has the resources or capacity 
to allow it to address all problems at all times, and choices have to be made to 
prioritize some rather than others. One way to do this is to look at the severity of 
a problem, especially whether or not that severity has been increasing or growing 
over time. In order to accomplish this, most governments attempt to measure 
problems and develop metrics that allow them to monitor changes over time. 
 Although these measures and indicators are typically used in an effort to promote 
“objective” policy-making, the existing scholarship on the subject has emphasized 
that indicators offer political advantages of focusing public attention on a problem 
that enhance value to policy-makers well beyond their technical merits.

The role played by indicators and measures in agenda-setting and policy ap-
praisal and evaluation activity has been highlighted by many scholars as a signifi-
cant factor directly influencing both how public policy issues get on a government 
agenda and how they are addressed (Kingdon, 1984; Lehtonen, 2013). Kingdon 
(1984), for example, noted how quantitative indicators such as unemployment 
rates and GDP growth figures often trigger governments to pay more attention to 
specific kinds of problems than they might otherwise have done. And Lehtonen 
(2009) noted that research on the role of indicators in policy-making has shown 
that “presenting information in the form of social statistics enhances its use” 
in assessing the severity and dimensions of a problem and the ability of certain 
kinds of solutions to address it.

Studies of how policy research is used by government have shown expert 
technical knowledge often exerts an indirect, rather than a direct, influence on 
policy-makers and other stakeholders by shaping their frameworks of thought, 
promoting individual and collective learning, and “serving as ‘ammunition’ in 
political battles for power and influence” (Weiss, 1977, 1986; Whiteman, 1985; 
Landry et al., 2003; Head et al., 2014). And Lehtonen (2009), for example, has 
argued that policy-makers’ direct and instrumental use of indicators, as is the 
case with these other sources of knowledge, may well be “an exception [rather] 
than a rule.”
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The construction and use of indicators are affected by individual and col-
lective beliefs which in turn affect argumentation and dialogue among actors, 
ultimately influencing policy decisions and outcomes. As such, indicators can 
be expected to be used in identifying and monitoring policy problems, assessing 
performance, and fostering accountability. However, little attention has been paid 
to how specific indicators emerge and especially to how disputes between con-
flicting indicators are resolved (Rapport & Friend, 1979).

Actors and Tasks in Agenda-Setting
Agenda-setting is concerned with the following question: “What makes people 
in and around government attend, at any given time, to some subject and not 
to others?” (Kingdon, 2011: 1). But who are these “people” in the agenda-setting 
process?

As McCool (1998) pointed out, the subsystem family of concepts was de-
veloped beginning in the late 1950s in order to better understand the role of 
interests and discourses in the policy process by allowing for complex formal and 
informal interactions to occur between both state and non-state actors. Prolifera-
tion of scholarship on the subject in the 1970s to 1990s generated a wide variety 
of competing concepts—such as iron triangles, sub-governments, cozy triangles, 
power triads, policy networks, issue communities, issue networks, advocacy co-
alitions, and policy communities, among others—all alluding to the tendency of 
policy actors to form substantive issue alliances that cross institutional boundar-
ies and include both governmental and non-governmental actors (McCool, 1998; 
Freeman, 1997; Arts & van Tatenhove, 2006).

The relationship between ideas, interests, institutions, and actors found in 
subsystem theory was something that previous policy theory had largely ignored, as 
its focus had usually been upon formal institutional procedures and relationships 
between governmental and non-governmental agents active in policy-making, such 
as interest groups and lobbyists (McCool, 1998; Howlett & Ramesh, 2009). The 
more nuanced subsystem concept merging actors, ideas, and institutions together, 
however, enables students of the policy sciences to distinguish more precisely who 
are the key actors in a policy process, what unites them, how they engage one an-
other, and what effect their dealings would have on policy outcomes as compared 
to analysis using a more formal institutional lens (Howlett et al., 2009).

In general, the subsystem was an appropriate unit of analysis for distinguish-
ing the different actors involved in the politics, process, and problem aspects of 
policy-making activities such as agenda-setting, in which informal interactions are 
just as important as formal engagements when it comes to explaining the timing 
and content of issue-attention. However, it is useful to examine several specific 
subsets of subsystem actors who play especially important roles in  agenda-setting 
and other stages of the policy cycle.
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Epistemic Communities

Epistemic communities, is a term originally developed in the international rela-
tions literature to describe groups of scientists and government officials involved 
in articulating and delimiting problem spaces in areas such as oceans policy and 
climate change (Haas, 1989, 1992; Zito, 2001; Gough & Shackley, 2001). It can 
also be used as an effective descriptor of the array of actors involved in problem 
definition.

That is, knowledge regarding a policy problem is the “glue” that unites actors 
within an epistemic community, differentiating it from those actors involved in 
political negotiations and practices around policy goals and solutions, as well as 
those who specialize in the development, design and articulation of policy tools or 
solutions (Biddle & Koontz, 2014), discussed in the following chapter.

Haas described the “epistemic communities” involved in environment policy 
deliberations as a diverse collection of policy actors including scientists, academic 
experts, public-sector officials, and other government agents who are united by a 
common interest in or a shared interpretation of the science behind a dilemma, 
in his case an environmental one (Haas, 1992; Gough & Shackley, 2002). These 
“epistemic communities,” influence “policy innovation not only through their abil-
ity to frame issues and define state interests but also through their influence 
on the setting of standards and the development of regulations” (Adler & Haas, 
1992). Epistemic communities are crucial in leading and informing the activities 
of other policy actors with respect to problem severity and causation defining the 
main direction that policy-making will subsequently follow.

Several studies exist supporting this view on the perceptions of epistemic 
community members and the problem-framing role they play in policy-making. 
In  his studies of global oceans research and policy, for example, Rudd (2014, 
2015) provides important empirical findings illuminating the influence of scien-
tists in framing environmental dilemmas at the science-policy interface.

Instrument Constituencies

Epistemic communities active in problem definition and framing are conceptually 
separate and distinct from the activities of a second group of subsystem actors 
who focus much less on policy problems than they do on the ways and means 
of solving policy problems. Instrument constituencies is a term used in the com-
parative public policy field to describe this set of actors involved in solution ar-
ticulation, often independently of the nature of the problem to be addressed (Voss 
& Simons, 2014). Such constituencies typically advocate for particular tools or 
combinations of tools to address a range of problem areas and hence are active 
in proposing policy alternatives and instruments both at the agenda-setting stage 
and at other points in policy-making, such as formulation, discussed in Chapter 5.
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Through the instrument constituency focus, the policy instruments that are 
devised or revised and considered and assessed in the effort to match problems 
with solutions (see also Chapter 5) can usefully be viewed as the constructs of 
these subsets of policy actors who embrace specific means of policy-making over 
all others. These actors are united by their adherence to the design and promo-
tion of specific policy instruments as the solutions to multiple and varied pol-
icy problems, usually in the abstract, which can then be operationalized under 
 real-world conditions. Voss and Simons (2014), for example, highlighted the role 
played by instrument constituencies who, albeit originating from a multitude of 
backgrounds and organizations, came together in support of particular types of 
policy instruments in European environmental policy-making; forming a distinct 
“policy” stream to promote climate change–linked emissions trading.

Just as epistemic communities perpetuate ideas about the nature of policy 
problems, members of instrument constituencies are drawn to collaborate in 
 policy-making by their promotion of a particular policy tool or a specific combi-
nation of policy tools. The members of such constituencies are not necessarily 
inspired by the same definition of a policy problem or by shared beliefs. They are 
“networks of heterogeneous actors from academia, policy consulting, public pol-
icy and administration, business, and civil society, who become entangled as they 
engage with the articulation, development, implementation and dissemination 
of a particular technical model of governance” (Voss & Simons, 2014). As Voss 
and Simons put it, the practices of such actors “constitute and are constituted 
by the instrument” and develop “a discourse of how the instrument may best be 
retained, developed, promoted and expanded” (Voss & Simons, 2014).

Advocacy Coalitions

The “politics” side of agenda-setting can also be thought of as being the milieu 
where a specific subset of policy subsystem actors are active. The term advo-
cacy coalition was coined by students of American policy-making to describe the 
action of those involved in political contests over matching problem definitions 
with policy tools (Sabatier & Weible, 2007; Schlager & Blomquist, 1996) and can 
be used to capture this notion. These sets of actors often compete with other 
 coalitions to get their preferred match between problem definitions and potential 
solutions adopted at all stages of the policy process, including at agenda-setting.

Within advocacy coalitions, politically active members, such as elected 
officials, are usually more publicly visible than the substantive experts who 
collaborate in formulating policy options and alternatives, and constitute an 
often “hidden cluster” of coalition members’ actors. More visible actors of the 
politics stream include, for example in the case of the US policy-making, “the 
President and his high-level appointees, prominent members of the Congress, 
the media and such elections-related actors as political parties and campaigns” 
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(Kingdon, 2011, p. 64), while less visible actors include lobbyists, political party 
brokers and fixers, and many other behind-the-scenes advisors and analysts.

Advocacy coalition actors aggregate and coordinate their actions based on 
shared policy core beliefs, and several coalitions with competing views can vie for 
space, and dominance within a subsystem. Led by their primary interest in for-
warding their ideas and beliefs, coalitions compete with one another to transform 
these into policies (Weishaar, 2015).

These beliefs, as well as coalition membership, stay consistent over time, and 
the relative success of a coalition in furthering its policies depends on a number 
of elements, including external factors like their resource endowments and the 
nature of policy problems, both of which remain relatively constant over time 
(Sabatier, 2007). These internal factors include the coalition’s own financial re-
sources, its level of expertise, and number of supporters. Coalition members em-
ploy their knowledge about the positions and behaviour of other policy actors to 
advance a “variety of uses from argumentation with opponents to mobilization of 
supporters” (Weible et al., 2011).

Policy Entrepreneurs and Policy Brokers

Much attention has been paid in the literature to the role played by policy entre-
preneurs in moving agenda items forward into the formal policy process ( Kingdon, 
1984). Entrepreneurs in this area are seen as being intimately involved in strug-
gles over problem framing and linking together actors and solutions competing 
for policy attention. Policy entrepreneurs can be organizations or individuals, can 
be either heavily interlinked or quite distinct and separate, and also, most impor-
tantly, can take on different roles depending on their problem, policy, or politics 
orientation (Cairney, 2012; Cairney & Jones, 2015; Mintrom & Norman, 2009; 
Meijerink & Huitema, 2010; Jordan & Huitema, 2014; Skok, 1995).

However, the “elbow room” available to these individuals for investing time, 
energy, and resources toward a desired policy end is often constrained if they 
are outside a policy subsystem. Cairney and Jones (2015) thus concluded that 
entrepreneurs “are best understood as well-informed and well-connected insiders 
who provide the knowledge and tenacity to help” agenda items develop and move 
between unofficial, or public, and official, or governmental, status. Yet, they also 
noted that such actors cannot do more than their environments allow. They are 
“‘surfers waiting for the big wave,’ not Poseidon-like masters of the seas” (Cairney 
& Jones, 2015).

Echoing these observations, other scholars have also pointed out the short-
comings of relying exclusively on individual policy entrepreneurial activity to 
understand agenda-setting behaviour absent an appreciation of the other com-
munities and constituencies involved in this stage of policy-making (Knaggård, 
2015; Herweg et al., 2015). Knaggård (2015), for example, has argued that a single 
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notion of entrepreneurship is misplaced; and sees the need for a second related 
actor—a “problem broker”—emerging out of the epistemic community. This kind 
of actor, she argues, has a primary interest in framing policy problems and having 
policy-makers accept these frames, thereby conceptually distinguishing problem 
framing as a separate process and “enabling a study of actors that frame problems 
without making policy suggestions,” unlike traditional notions of policy entrepre-
neurs (Knaggård, 2015).

As Ackrill, Kay, and Zahariadis (2013) note, this means “no entrepreneur 
alone will ever be enough to cause policy reform; we always require an account of 
the context or configuration of the various other actors in the subsystem.” Regard-
less of their names, however, both brokers and entrepreneurs are actors dedicated 
to the framing of policy problems and matching them to solutions and political 
currents (Zahariadis, 2007) and hence play a key role in agenda-setting alongside 
epistemic communities, instrument constituencies, and advocacy coalitions.

Theories of Agenda-Setting: 
Ideas, Actors, and Structures
Given this complex array of actors, it is difficult to settle upon a single source of 
the factors driving public policy agenda-setting. This has led to the  development 
of more complex models that attempt to systematically combine the macro- 
variables identified in early studies with elements of agenda-setting behaviour in 
subsystems into comprehensive, and empirically accurate, multivariate theory of 
agenda-setting.

Funnels of Causality

One early multivariate model was advanced through parallel efforts by Anthony 
King (1973) in Great Britain, Richard Hofferbert (1974) in the United States, and 
Richard Simeon (1976a) in Canada. Each author developed a model of policy 
formation that sought to capture the relationships existing among social, insti-
tutional, ideational, political, and economic conditions in the policy process writ 
large, including the agenda-setting process. These models tried to consider many 
possible variables as important and focused on the nature of their interactions. 
These authors situated each variable within a funnel of causality, in which each 
set of factors was “nested” among the others.

That is, rather than considering structural, ideational, and actor-related be-
haviour in agenda-setting as contradictory or zero-sum, the funnel-of-causality 
conception suggested the substance of government’s agenda is shaped not only 
by the socio-economic and physical environment but also by the distribution of 
power in society, the prevailing ideas and ideologies found both in society and 
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among policy-makers, the institutional frameworks of government, and the pro-
cess of decision-making within governments that brought these ideas to bear 
on policy-making (King, 1973). These variables were said to be intertwined in a 
nested pattern of interaction whereby policy-making occurs within institutions, 
institutions exist within prevailing sets of ideas, ideas operate within relations 
of power in society, and the relations of power in turn arise from the overall so-
cial and material environment. Thus, large-scale macro-variables could be said to 
determine policy behaviour and government issue-attention, but only indirectly, 
as filtered through ideational and institutional variables, much as was argued in 
Chapter 3 with respect to the manner in which democratic practices were em-
bedded in the economy and vice versa.

This synthetic model pointed to the significance of both material and ide-
ational variables to the policy context without bogging down in attempts to 
specify their exact relationship or causal significance at any given moment in 
time. Such causal diversity is the model’s greatest strength because it allows 
different views on agenda influences to be explored empirically so that specific 
relationships among the variables can be established, such as how demographic 
change affects social policy ideas and content. This approach is also a weakness, 
though, because it does not explain the precise configuration of these variables 
in specific circumstances, and hence the reasons for these factors influencing 
agendas in different ways. Why the place of pensions on the public agenda might 
be influenced by certain ideas in one location and not another when faced with 
the same problem is not broached or resolved. The funnel-of-causality model 
also says very little about how multi-dimensional influences on policy agendas, 
such as the environmental context, ideas, and economic interests, actually cre-
ate a particular effect on policy actors to move the agenda-setting process for-
ward at specific points in time and not others (Mazmanian & Sabatier, 1980; 
Green-Pedersen, 2004). That is, the mechanisms of agenda-setting are underspe-
cified in this model.

Issue-Attention Cycles
Another early example of an agenda-setting model, built on the premise that 
this stage of the policy process involved the interaction of institutions, actors, 
and ideas, was put forward by Anthony Downs in 1972 and does address this 
concern for mechanisms. Based on his observations of several policy fields, most 
notably around environmental protection, Downs proposed that agenda-setting 
often followed what he termed an “issue-attention cycle,” much like the media 
“news cycle.”

In a short but influential article focusing on the emergence of environmental 
policy in the United States in the early 1960s, Downs (1972) noted that public 
policy-making often focused on issues that momentarily capture public attention 
and trigger demands for government action. However, he also noted that many of 
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these problems soon fade from view as their complexity or intractability becomes 
apparent and the public loses patience with the attendant complications.

Downs identified an institutional mechanism of agenda-setting that was lack-
ing in the funnel-of-causality model. He emphasized that, in a democracy, politi-
cians ignore public demands at their electoral peril, meaning waxing and waning 
public attention to policy problems generates a cyclical pattern of  agenda-setting 
as politicians respond to urgent calls for action and then slacken off their efforts 
when public interest in the issue dies down. As he noted, this is often due to the 
mistaken belief that the actions taken earlier have resolved the issue, but also oc-
curs when the cost of a real resolution becomes apparent or when interest shifts 
to another topic (Harring et al., 2011; Daw et al., 2013).

In 1985 Peters and Hogwood made an effort to operationalize their own 
version of Downs’s cycle, attempting to assess the relationship between waves 
of public interest as measured in Gallup polls and periodic waves of organiza-
tional change or institution-building in the US federal government. Although 
they found evidence of major periods of administrative consolidation and change 
over the course of recent US history, they noted that only 7 of 12 instances of 
administrative reorganization met the expectations of the Downsian model, when 
dramatic administrative changes occurred during the same decade as the peak 
of public interest as measured by Gallup survey questions. However, they were 
also careful to note that there appeared to be at least two other patterns or cy-
cles at work in the issue-attention process. In the first type, cycles were initiated 
by external or exogenous events such as war or an energy crisis and then were 
mediated by public attention. In this type of crisis cycle, the problem would not 
fade away as Downs hypothesized. In the second type of political cycle, issue 
initiation  originated from the political leadership and then caught the public’s 
attention (Peters & Hogwood, 1985:  252; see also Hogwood, 1992).

Peters and Hogwood’s work emphasized the key role played by state actors 
in socially constructed agenda-setting processes, a factor that Downs had either 
downplayed or reduced to a reaction to a purely electoral calculation (Sharp, 
1994b; Yishai, 1993). They noted that officially scheduled political events, such 
as annual budgets, speeches from the throne, or presidential press conferences, 
can spark media coverage and thus draw public attention, reversing the purely 
reactive causal linkages attributed to political actors by Downs (Cook et al., 
1983; Howlett, 1997; Erbring et al., 1980; Flemming et al., 1999). Evidence 
from other case studies revealed that interest groups’ success or failure in gain-
ing agenda access depended on state institutional structures and the access 
points, or policy venues, they created from which societal groups could gain 
the attention of government officials and decision-makers (Baumgartner & 
Jones, 1993; Pross, 1992; Newig, 2004). These insights and others were soon 
accumulated in new models in order to more accurately model agenda-setting 
behaviour.
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Modes of Agenda-Setting

A major breakthrough in agenda-setting studies occurred in the early 1970s when 
Cobb, Ross, and Ross developed a clear rationale for identifying several distinct 
patterns or “modes” of agenda-setting. In so doing, they followed the insight of 
Cobb’s earlier work with Elder, which distinguished between the systemic or 
“ informal” public agenda and the institutional or “formal” state agenda, and used 
this distinction to identify several modes of state-led, societally led, and other 
kinds of agenda-setting behaviour.

In Cobb and Elder’s view, the systemic agenda “consists of all issues that are 
commonly perceived by members of the political community as meriting public 
attention and as involving matters within the legitimate jurisdiction of existing 
governmental authority” (Cobb & Elder, 1972: 85). This is essentially a society’s 
agenda for discussion of individual and social problems, such as crime and health 
care. Each society, of course, has literally thousands of issues that some citi-
zens find to be matters of concern and expect the government to do something 
about. Only after a government has accepted that something needs to be done 
about a problem can the issue be said to have entered the institutional agenda. In 
other words, the informal agenda is for discussion, while the institutional agenda 
is primed for action.

For Cobb and his colleagues, issues are first initiated, their solutions are spec-
ified, support for the issue is expanded, and, if successful, the issue enters the 
institutional agenda (Cobb et al., 1976: 127). However, this can occur in several 
distinct ways.

Cobb, Ross, and Ross (1976) went on to propose three basic patterns or 
modes of agenda-setting. Each of these modes is associated with the different 
manner and sequence in which issue initiation, specification, expansion, and en-
trance occur. In a further step, they identified or linked each mode with a specific 
type of political regime.

The first mode they identified was what they termed the outside initiation 
model. This model was associated in their minds with liberal pluralist societies. 
In this model, “issues arise in non-governmental groups and are then expanded 
sufficiently to reach, first, the public [systemic] agenda and, finally, the formal 
[institutional] agenda.” Here, social groups play the key role by articulating a 
grievance and demanding its resolution by the government. These groups lobby, 
contest, and join with others in attempting to get the expanded issue onto the 
formal agenda. If they have the requisite political resources and skills and can 
out-manoeuvre their opponents or advocates of competing issues and actions, 
they will succeed in having their issue enter the formal agenda (Cobb et al., 
1976). Successful entry on the formal agenda does not necessarily mean a favour-
able government decision will ultimately result. It simply means that the item has 
been singled out from among many others for more thorough consideration.
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The second, mobilization, model is quite different. It is a mode attributed 
by Cobb and his colleagues to “totalitarian” regimes. This model describes 
“ decision-makers trying to expand an issue from a formal [institutional] to a pub-
lic [systemic] agenda” (1976: 134.) In the mobilization model, issues are simply 
placed on the formal agenda by the government with no necessary preliminary 
expansion from a publicly recognized grievance. There may be considerable de-
bate within government over the issue, but the public may well be kept in the 
dark until an official announcement. Gaining support for the new policy is im-
portant, however, since successful implementation will depend on public accep-
tance. Toward this end, government leaders hold meetings and engage in public 
relations campaigns, but only once the issue is on the institutional agenda. As the 
authors put it, “The mobilization model describes the process of agenda building 
in situations where political leaders initiate a policy but require the support of the 
mass public for its implementation. . . . [T]he crucial problem is to move the issue 
from the formal agenda to the public agenda” (1976: 135).

Finally, in the third model, the inside initiation model, influential groups 
with special access to decision-makers can launch a policy and often do not want 
public attention. This can be due to technical as well as political reasons and is 
an agenda-setting pattern one would expect to find in corporatist regimes. In this 
model, initiation and specification occur simultaneously as a group or government 
agency enunciates a grievance and specifies some potential solution. Deliberation 
is restricted to specialized groups or agencies with some knowledge of or interest 
in the subject. Entrance on the agenda is virtually automatic due to the privileged 
place of those desiring a decision (Cobb et al., 1976: 136). Unlike the mobiliza-
tion model, however, no outside or public legitimation of the proposed activity is 
needed, and activity remains firmly situated in the internal institutional workings 
of government.

This line of analysis was very useful in not only identifying several typical 
agenda-setting modes but also linking expectations for such modes of activity 
and actor behaviour with regime type, simultaneously identifying key sources of 
policy ideas and discourses associated with each mode.

In its original formulation, Cobb, Ross, and Ross (1976) suggested that the type 
of agenda-setting process followed in any particular circumstance is ultimately de-
termined by the nature of the political system, with outside initiation being typical 
of liberal democracies, mobilization characteristic of one-party states, and inside 
initiation reflective of authoritarian bureaucratic regimes. However, it was subse-
quently recognized that these different styles of agenda-setting varied not so much 
by political regime as by policy sector, as examples of each type of  agenda-setting 
behaviour could be found within each regime type (Princen, 2007).

Further investigations and efforts at model building thus sought to specify 
exactly what processes were followed within these different kinds of political 
regimes, especially in complex democratic polities like the United States with 
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multiple quasi-autonomous policy subsystems. The results of these studies led to 
more nuanced understandings of how agenda-setting modes are linked to actors, 
structures, and ideas and, ultimately, as set out below, to how the actual content 
of the problems and issues are likely to emerge in specific instances of agenda- 
setting and why this occurs when it does, rather than at some other possible 
moment in history.

The Multiple Streams Model and Its Evolution

In the 1980s, John Kingdon (1984) developed an analytical framework for 
 agenda-setting that drew upon this earlier work, coupled with his own investiga-
tions of policy initiation in the US Congress. His book Agendas, Alternatives and 
Public Policies was a major breakthrough in this area of public policy research and 
now constitutes the orthodoxy in contemporary agenda-setting studies (Cairney 
& Jones, 2016; Beland, 2016; Beland & Howlett, 2016).

Kingdon’s model examined state and non-state influences on agenda-setting 
by exploring the role played by policy entrepreneurs both inside and outside of 
government in constructing and utilizing agenda-setting opportunities—labelled 
policy windows—to bring issues onto government agendas (Mintrom, 1997; 
 Mintrom & Norman, 2009; Copeland & James, 2014). His model suggested that 
policy agenda windows open and close based on the dynamic interaction of po-
litical institutions, policy actors, and the articulation of ideas—what he termed 
“policy streams”—in the form of proposed policy solutions. These forces can open, 
or close, policy windows, thus creating the chance for policy entrepreneurs to 
construct or leverage these opportunities to shape the policy agenda (Copeland 
& James, 2014).

In Kingdon’s study of agenda-setting in the United States, three sets of 
variables—distinct streams of problems, policies, and politics—are said to in-
teract. The problem stream refers to the perceptions of problems as public is-
sues requiring government action. The problem stream is filled with concerns 
about what to do that typically attract policy-makers’ attention either because 
of dramatic crises, or through feedback from the operation of existing pro-
grams (1984: 20). The policy stream contains solutions created by experts and 
analysts who examine problems and propose options to address them. In this 
stream, the various possibilities are explored and narrowed down. Finally, the 
political stream “is composed of such factors as swings of national mood, ad-
ministrative or legislative turnover, and interest group pressure campaigns” 
(1984: 21). In Kingdon’s view, these three streams operate along different 
paths and pursue courses more or less independent of one another until spe-
cific points in time, or during policy windows, when their paths intersect or are 
brought together by the activities of entrepreneurs linking problems, solutions, 
and opportunities.
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Thus, in the right circumstances, policy windows can be seized upon by key 
players in the political process to place issues on the agenda. Policy entrepreneurs 
play the key role in this process by linking, or “coupling,” policy solutions and 
policy problems together with political opportunities (Kingdon, 1984; Roberts & 
King, 1991; Mintrom, 1997; Tepper, 2004).

As Kingdon argues, “The separate streams of problems, policies, and pol-
itics come together at certain critical times. Solutions become joined to prob-
lems, and both of them are connected to favourable political forces.” At that 
point, an item enters the official (or institutional) agenda and the public policy 
process begins. Kingdon suggests that window openings can result from for-
tuitous happenings, including seemingly unrelated external “focusing events,” 
crises, or accidents; scandals; or the presence or absence of policy entrepreneurs 
both within and outside of governments. At other times, policy windows can be 
opened by institutionalized events such as periodic elections or budgetary cycles 
(Birkland, 1997, 1998; Tumber & Waisbord, 2004; Nohrstedt, 2005; Mertha & 
Lowry, 2006).

Kingdon’s model was used to assess the nature of US foreign policy agen-
da-setting (Woods & Peake, 1998); the politics of privatization in Britain, 
France, and Germany (Zahariadis, 1995; Zahariadis & Allen, 1995); the nature 
of US domestic anti-drug policy (Sharp, 1994a); the collaborative behaviour 
of business and environmental groups in certain anti-pollution initiatives in 
the US and Europe (Lober, 1997; Clark, 2004); and the overall nature of the 
reform process in Eastern Europe (Keeler, 1993). While a major improvement 
on earlier models, it has been criticized for presenting a view of the agenda- 
setting process that is too contingent on unforeseen circumstances, ignoring 
the fact that in most policy sectors, as Downs had noted, action tends to pro-
duce bursts of change that are followed by lengthy periods of inertia (Dodge & 
Hood, 2002).

In this model, the level of institutionalization of a window type determines 
its frequency of appearance and hence its predictability (Boin & Otten, 1996; 
Howlett, 1997b). One way that policies “congeal” into lengthy periods of program 
stability, for example, is that policy windows can be designed to stay closed for ex-
tended periods—as occurs, for example, in the multi-year funding authorizations 
of transportation and military programs that reduce the opportunities available to 
discuss issues and adjust priorities. Windows can even be locked through fiscal 
devices such as trust funds and revenue bonding that commit spending and tax-
ing for many years into the future (French & Phillips, 2004).

The idea of agenda-setting following this pattern of fairly stable policy- 
making interrupted by periods of change was developed further by Baumgartner 
and Jones in their works on “punctuated equilibrium” processes in policy-making 
during the 1990s and afterward.
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Punctuated Equilibrium and Agenda-Setting
In Kingdon’s framework, the construction of a stable policy subsystem or “policy 
monopoly” serves as a key mechanism that provides stability in agenda-setting, 
through its control over the policy discourse. Such a subsystem entrenches the 
core idea set, many of the actors, and the institutional order in which policy de-
velopment occurs, “locking in” a policy frame. Frank Baumgartner and Bryan 
Jones (1991, 1993, 1994; Jones & Baumgartner, 2005), in a landmark series of 
studies, examined the causes and implications of the forces behind this policy 
stasis and when it changed, thus extending Kingdon’s insight and helping to ex-
plain the likely content of the agenda-setting behaviour identified earlier by Cobb 
and his colleagues.

The key element that differentiates modes of agenda-setting, Baumgartner 
and Jones argue, revolves around the manner in which specific subsystems gain 
the ability to control the interpretation of a problem and thus how it is conceived 
and discussed within epistemic communities, instrument constituencies, and ad-
vocacy coalitions. For Baumgartner and Jones, the “image” of a policy problem is 
significant because

[w]hen they are portrayed as technical problems rather than as social 
questions, experts can dominate the decision-making process. When the 
ethical, social or political implications of such policies assume centre 
stage, a much broader range of participants can suddenly become in-
volved. (Baumgartner & Jones, 1991: 1047)

The primary relationship that affects agenda-setting dynamics, in Baumgart-
ner and Jones’s view, is that between individuals and groups who control an ex-
isting subsystem compared to those who are seeking to impact that subsystem by 
leveraging outside influences. In their model, policy monopolies construct hege-
monic images of policy problems that allow influential actors in a subsystem to 
practise agenda denial—that is, preventing alternate images and ideas from pene-
trating and thus influencing governments (Yanow, 1992; Bachrach & Baratz, 1962; 
Debnam, 1975; Frey, 1971; R.A. Smith, 1979; Cobb & Ross, 1997b). Subsystem 
members opposed to prevailing conditions and government responses, however, 
seek to alter policy images through a number of tactics related to altering the venue 
of policy debate or other aspects of the prevailing policy discourse, thus undermin-
ing the complacency or stability of an existing policy subsystem and allowing new 
ideas about problems and solutions to enter into policy debates (Sheingate, 2000).

Baumgartner and Jones posited that actors attempting to alter the official 
agenda of government typically adopt either of two strategies to make subsystems 
more “competitive.” In the “Downsian” strategy of drawing attention to an issue, 
groups can publicize a problem in order to alter its venue through mobilizing 
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public demands for government to resolve it (Baumgartner & Jones, 1993: 88). 
In a second typical approach, which they term a “Schattschneider” mobilization 
(after an early American scholar of pressure group behaviour), groups involved in 
the policy subsystem dissatisfied with the policies being developed or discussed 
“counter-mobilize” to alter the institutional arrangements within which the sub-
system operates in order to expand or contract its membership (1993: 89; for ex-
amples of these strategies in practice, see Maurer & Parkes, 2007; Daugbjerg & 
Studsgaard, 2005; Hansford, 2004; Pralle, 2003).

The key change that results if either strategy succeeds is the breaking open 
of a policy monopoly into a more competitive situation where new actors and new 
discourses, and thus new issues, can enter into policy subsystems and  debates, 
causing a “policy punctuation” (van Assche, 2011; John & Bevan, 2012; Jones & 
Baumgartner, 2002). A good example of this can be found in the transformation 
of smoking from a personal consumption issue to one of social health and welfare. 
This reframing led, ultimately, to the articulation and subsequent implementa-
tion of alternative options for tobacco control related to sales, advertising, and 
workplace bans and other restrictions, which had previously been unthinkable as 
restrictions on personal freedoms (Studlar, 2002).

In subsequent work, Baumgartner and Jones suggested these kinds of pro-
cesses result in a consistent policy dynamic where incremental changes to the 
status quo dominate agendas until major turning points when “institutional fric-
tion” is overcome and new problem understandings enter the official agenda. 
Such recognition is a relatively rare occurrence, but not as infrequent as might 
be expected, leading to a pattern of “punctuated equilibrium” in policy outputs 
and deliberations (John & Margetts, 2003; Epp & Baumgartner, 2016; Jones 
et al., 2009).

Four ideal typical modes of agenda-setting that flow from the analysis of 
Baumgartner and Jones are shown in Figure 4.1.

In this model, the chance for new problems or options to emerge on gov-
ernment agendas depends on whether policy subsystems are monopolistic or 

Figure 4.1 Typical Agenda-Setting Modes

Subsystem Type

Monopolistic Competitive

Old Ideas
Status Quo
Character: static/hegemonic
(agenda denial)

Contested
Character: contested variations on 
the status quo

New Ideas
Redefining
Character: internal discursive reframing

Innovative
Character: unpredictable/chaotic
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competitive and whether new ideas about the nature of a policy problem and 
its solution can be found in the subsystem. Where a well-established monopoly 
exists with no new ideas present, agenda denial and a status quo orientation are 
likely to result. When that same monopoly has some new ideas, these are likely to 
result in partial reframing of issues within the subsystem.

When a more competitive subsystem exists but no new ideas have been 
 developed, contested variations on the status quo are likely to be features of agen-
da-setting. When the established ideas predominate, however, nothing more than 
proposals for incremental changes to the status quo is likely to be raised to the 
institutional agenda. Only when both situations exist—that is, both a competitive 
subsystem and the presence of new ideas—are more profound (and potentially 
paradigmatic) innovative changes in problem definition and identification likely 
to proceed onto the formal agenda of governments and advance new options into 
the next stage of the policy cycle: policy formulation.

Conclusion: A Policy Subsystem Conception 
of Agenda-Setting
This overview of agenda-setting studies has shown how investigations have moved 
from simple univariate models focused on “objective” or “subjective” constructions 
of policy problems to more sophisticated examinations that link a considerable 
number of variables and actors together in complex multivariate relationships, 
resulting in a punctuated equilibrium pattern of agenda-setting. It has also shown 
how contemporary studies have shown this stage of the policy process to be in-
fluenced by key actors in prevailing policy subsystems, the dominant sets of ideas 
about policy problems they espouse, and the kinds of institutions within which 
they operate. These models address many of the shortcomings of earlier works 
and give us a good sense of how the agenda-setting process unfolds, the types of 
agenda-setting that can occur, the timing of agenda appearance, and the likely 
content of an agenda, given the nature of the policy subsystem at work in this 
issue area.

The most significant variables influencing patterns of agenda-setting in this 
view turn out to have less to do with automatically responding to changes in the 
nature of the economy (as Dye, Wilensky, and Sharkansky argued) or with the 
nature of the political regime involved (as Cobb, Ross, and Ross had claimed). 
Instead, as Kingdon points out, agenda-setting processes are contingent, but 
very often still predictable, involving the complex interrelationships of ideas, ac-
tors, and structures carried forward through multiple streams that span stages 
of  policy-making. And, as Baumgartner and Jones have suggested, the nature of 
the actors initiating policy discussions and whether the structures in which they 
operate allow new ideas to come forward are the most important determinants of 



the movement of public problems from the informal agenda to the state’s institu-
tional agenda (Daugbjerg & Pedersen, 2004).

While the exact timing of the emergence of an issue onto the systemic or 
formal policy agenda depends, as Kingdon showed, on the existence of a policy 
window and of the capacity and ability of policy entrepreneurs to take advantage 
of it, the content of the problems identified in the agenda-setting process depends 
very much on the nature of the policy subsystem in the area concerned and the 
members’ policy ideas (Haider-Markel & Joslyn, 2001; Jeon &  Haider-Markel, 
2001).

Research on agenda-setting remains vibrant and continues to generate new 
findings (Pump, 2011). Recent studies have addressed questions concerning 
the existence of national styles in this area (Bonafant, et al., 2015; John et al., 
2013; Dowding et al., 2010; Marsh, 2013); the influence of the media (Vliegen-
thart et al., 2016; Walgrave & Vliegenthart, 2010; Birkland & Lawrence, 2009; 
Boswell, 2012) and new social media (Wukich & Mergel, 2016; Greenwood 
2016; Halpern & Gibbs, 2013); and questions related to the average size of an 
agenda, the extent to which issues compete for attention (Green-Pedersen & 
Mortensen, 2010; Mortensen & Seeberg, 2015), and the impact of Big Data 
(Russell et al., 2014).

How governments strategize to control the agenda and realize their own 
rather than someone else’s agenda items (Wu et al., 2017; Princen, 2009; 
 Graziano & Percoco, 2016) and the specific mechanisms through which they an-
nounce their intentions (John & Jennings, 2010; Dowding, 2015) are also subjects 
of  investigation in policy studies.

Study Questions
1. How do problems get recognized as public problems and make it on to the offi-

cial policy agenda?

2. What is the difference between informal and formal, or systemic and official, 
policy agendas?

3. How do different agenda-setting modes reflect the presence or absence of policy 
monopolies?

4. Why and how is access to the policy agenda denied to certain problems? What 
are the implications of this for action on public problems?

5. Who are the main sets of actors involved in agenda-setting, and what do they 
do?
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Chapter 5
❖

Policy Formulation
Identifying and Assessing Policy Alternatives

What Is Policy Formulation?
Policy formulation refers to the process of generating options on what to do about 
a publicly recognized problem. In this phase of policy-making, options that might 
help resolve issues and problems emerging from the agenda-setting process are 
identified, refined, and formalized. This often occurs after a problem has been 
recognized and placed on the official agenda, but can also occur prior to this in 
discussions of “informal” public agenda items (Beland & Howlett, 2016). In this 
effort, sometimes in a systematic way and more often in a less thorough fashion, 
an initial feasibility assessment of policy options is conducted and decisions are 
reached as to which alternatives might be more suitable to adopt than others. 
Although they involve “decisions,” these formulation efforts and dynamics are dis-
tinct from public policy decision-making (discussed in Chapter 6), where a spe-
cific course of action is approved by authoritative decision-makers in government 
and often passed into law or regulation bound for implementation (Keyes, 1996).

As Charles Jones (1984: 7) has observed, the distinguishing characteristic 
of policy formulation is simply that means are proposed to resolve perceived 
societal needs. Once a government has acknowledged the existence of a public 
problem and the need to do something about it—that is, once it has entered 
onto the formal agenda of government—policy-makers must decide either to 
ignore it or to arrive at some course of action to deal with it. Developing or 
“formulating” what this course of action will entail is the second major activity 
of the policy cycle.

Policy formulation involves identifying and assessing possible solutions to prob-
lems, or, to put it another way, exploring the various options or alternative courses 
of action available for addressing a problem. These are activities that occur both 
in theory, when possible alternatives are invented or proposed, and in practice as 
their number is reduced through deliberations and actions of policy actors. These 



5  Policy Formulation  ❖   133

proposals may originate in the agenda-setting process itself when, as often occurs, 
a problem and its possible solution(s) are placed simultaneously on the government 
agenda (Kingdon, 1984), or options may be developed only after an item has moved 
onto the official agenda. In all cases, the main work of policy formulation is to nar-
row down the range of all possible options to those that are available and that deci-
sion-makers might accept. It is this short list that reaches the formal deliberations 
of decision-makers themselves in the next phase of policy-making.

Defining and weighing the merits and risks of various options thus character-
izes the policy cycle’s formulation stage, and some degree of formal policy analysis 
is typically, but not necessarily, a substantive component of formulation activity. 
Drawing up policy options can be a demanding activity that involves defining and 
weighing the merits and risks of various possible alternative courses of action 
or “policy appraisal.” In its modern guise, this typically involves formal ex ante 
 policy analysis; that is, analytical work undertaken to generate and evaluate policy 
options in order to address problems or issues on a policy agenda (Howlett et al., 
2009; Turnpenny et al., 2013; Kingdon, 1984). Policy appraisal in this sense is a 
type of policy formulation activity that involves the use of both formal and infor-
mal analytical methods to develop policy-relevant knowledge or evidence, engage 
policy-makers and analysts in dialogue about the nature of policy problems and 
solutions, and identify and assess the impacts of different policy options (Jordan 
& Turnpenny, 2014; Turnpenny et al., 2009; Hertin et al., 2009).

As Turnpenny et al. (2013) note, policy appraisal is concerned with “how 
evidence is collected, marshalled, communicated, digested and used.” But what 
kinds of knowledge or evidence are used, how, and by whom in this process is 
unclear a priori (Feldman, 1989; Pawson, 2002; Sanderson, 2009; Nutley et al., 
2007; Howlett et al., 2014).

Jones (1984: 78) described several other broad characteristics of policy for-
mulation, including the following:

• Formulation need not be limited to one set of actors. Thus, there may 
well be two or more formulation groups producing competing (or com-
plementary) proposals.

• Formulation may proceed without clear definition of the problem, or 
without formulators ever having much contact with the affected groups.

• There is no necessary coincidence between formulation and particular 
organizations, though it is a frequent activity of bureaucratic agencies.

• Formulation and reformulation may occur over a long period of time 
without ever contributing to sufficient support to act on any one proposal.

• There are often multiple appeal points for those who lose in any one 
component of the formulation process.

• The process itself never has neutral effects. Somebody wins and some-
body loses even in the workings of science.
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This picture presents policy formulation as a highly diffuse, politicized, and 
disjointed process that varies from case to case, which is no doubt accurate. How-
ever, it is possible to say something about the general nature of how authority 
ebbs and flows during the formulation process, the activities it involves, and its 
likely outcomes despite the idiosyncratic nature of many formulation activities.

One such generalization is that policy formulation is a process, which can be 
subdivided into temporal phases. In his detailed study of Lithuanian education 
policy formulation, for example, Harold Thomas (2001) identified four key phases 
in policy formulation: appraisal, dialogue, formulation, and consolidation. These 
phases clarify how various options are considered and highlight how only some 
options are carried forward while others are set aside.

In the appraisal phase, data and evidence on various policy alternatives pro-
posed by different groups and actors, both in the public and in government, are 
identified and considered. Appraisals can take many forms, for example research 
reports, expert testimony, stakeholder input, or public consultation on an identi-
fied policy problem. Here, government agencies and officials both generate and 
receive input about policy problems and possible solutions.

This appraisal phase accompanies or is followed by a dialogue phase in which 
policy actors communicate both among themselves and externally their perspec-
tives on the issue and their preferred potential solution. Sometimes, open meet-
ings are held where presenters can discuss and debate proposed policy options. 
In other cases, the dialogue is closed or more circumscribed, with experts and 
societal representatives from business and labour organizations invited to speak 
for or against potential solutions in a variety of forums.

The choice and structure of these dialogic modes matter. As Hajer (2005) 
notes, the structure used for engaging input about policy options can make a con-
siderable difference in the effects of that participation, both on the policy process 
and on the participants themselves. Formal consultations and formalized public 
hearings, for example, tend to privilege expert input and legalistic and technical 
analysis, which can frustrate new participants; while techniques that engage par-
ticipants from less established organizations and points of view can add energy 
and enthusiasm to the dialogue over policy options but often do so at the expense 
of expertise and experience.

At the core of these deliberations, the aptly named formulation phase sees 
public officials responsible for developing a fully fledged policy alternative or set 
of alternatives weighing the evidence and opinions put forward on various policy 
options and drafting some form of proposal that identifies which of these options, 
if any, should advance to the ratification stage. Such feedback can take the form 
of draft legislation or regulations, or may identify the framework for subsequent 
public and private policy actors to negotiate a more developed plan of action.

Making these recommendations about which policy options to pursue will 
often provoke dissent by those who have seen their preferred strategies and 
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instruments set aside during formulation activity. These objections and others 
are addressed during the consolidation phase, when formulators try to legitimize 
or justify their choices and win over converts from the ranks of the disaffected.

Policy actors often have an opportunity to provide more or less formal feed-
back on the recommended option(s), but also may lobby or undertake less for-
mal kinds of activity to express their views and shape policy. Some actors who 
advocated alternative options may come around to joining the consensus simply 
so that they can stay connected to official policy development efforts. “Staying 
in the game” is often important, since supporting the policy solutions that are 
being recommended for further action may provide the opportunity to subse-
quently influence the policy during the decision-making and implementation 
stages. Other policy actors will register their continued dissent from specific 
policy options, hoping to leverage future developments from outside the con-
sensus that has emerged over what is to be done. Sometimes this is done by 
undertaking direct action such as protests and strikes; other times, it is done 
more indirectly through legal and administrative challenges to the options being 
proposed for action.

Note once again that the limitations that lead policy actors to reject cer-
tain types of options need not be based on facts (Merton, 1948). If a significant 
number of influential actors in the policy subsystem believe that something is 
unworkable or unacceptable, this is often sufficient for its exclusion from further 
consideration in the policy process, regardless of its technical merits (Carlsson, 
2000). Just as we have seen with the discussion of agenda-setting in the previous 
chapter, perception can be as real as reality itself in this phase of policy-making 
activity.

The Problematics of Policy Formulation
Procedural and Substantive Capacity Limits

A prominent characteristic of most policy formulation processes is that they share 
a concern for effectively outlining and anticipating constraints on government 
action. Policy appraisal, for example, often involves formal policy analysis, which 
is all about identifying the potential technical and political constraints a policy 
might face (Jordan et al., 2014). It also involves recognizing limitations on gov-
ernment capacities and competence, which uncover what is infeasible and, by 
implication, what is possible (Wu et al., 2015).

This may seem obvious, but it is not reflected in the literature, which often 
fails to acknowledge the need to clearly understand the practical limitations to 
a proposed course of action, including constitutional and resource constraints 
(Wellstead et al., 2013a, 2013b). For instance, the public choice theorists’ key 
assumption—that politicians choose policies that best promote their electoral 
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appeal—presumes politicians have more room for manoeuvre than is often actu-
ally available to them (Majone, 1989: 76). Neither politicians nor any other gov-
ernmental actor can do anything they would like, whether or not they think it 
might appeal to voters or interest groups or their supporters and funders.

Constraints also arise from the limits of the state’s administrative and fi-
nancial capacity, for example, which can block alternatives that are expensive 
or labour intensive to implement. Of course, in some cases capacities may be 
higher than in others, and this can expand the range of possible policy options 
open to the government. Governments that have an ownership stake in economic 
sectors such as energy, finance, and transportation, for example, may have more 
policy options open to them than where the private sector exclusively delivers 
these goods and services and may resist initiatives they feel, justifiably or not, 
may adversely affect their profits and bottom lines.

Policy-makers also typically face numerous other substantive or procedural 
constraints when considering policy options beyond their own finances and re-
sources. Substantive constraints are innate to the nature of the problem itself 
and linked to its “tractability,” or ease of solution. Thus, policy-makers wishing 
to eliminate poverty do not have the option of printing money and distributing it 
to the poor because inflation will offset any gains, and so they must necessarily 
address the problem in more indirect ways. Similarly, the goal of promoting ex-
cellence in arts or sports cannot be accomplished simply by ordering people to be 
the best artists or sportswomen in the world. Problems such as global warming, 
for instance, cannot be entirely eliminated because there is no known effective 
solution that can be deployed without causing tremendous economic and social 
dislocations, which leaves policy-makers to tinker with options that barely scratch 
the surface of the problem (Howlett, 2014).

Substantive problems are thus “objective” in the sense that redefining them 
does not make them go away, and their resolution or partial resolution requires 
the use of state resources and capacities such as money, information, personnel, 
and/or the exercise of state authority. Procedural constraints, on the other hand 
have to do with limitations placed on governments by the process that is required 
to adopt an option and carry it out. These constraints may be either institutional 
or tactical. Institutional constraints, as discussed in Chapter 3, can include con-
stitutional provisions, the nature of the organization of the state and society, and 
established patterns of ideas and beliefs that can prevent consideration of some 
options or promote others (Yee, 1996).

Efforts to control handguns in the United States, for example, run up against 
constraints imposed by the constitutional right to bear arms. Federalism imposes 
similar constraints on German, American, Mexican, and Australian policy- 
makers, among others, in areas of public policy from healthcare to energy where 
two levels of government must agree or share funding before anything can be 
done (Montpetit, 2002; Falkner, 2000).
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How the main social groups are organized internally and are linked with 
the state also affects what governments can and cannot do. This is especially 
the case with the nature of political party and electoral systems, which can 
create “policy horizons” or limited sets of acceptable choices for specific ac-
tors in the policy process (Warwick, 2000; Bradford, 1999) beyond which they 
cannot move without losing support to opposition parties and candidates. This 
can centre on positions on specific issues such as abortion, for instance, which 
can spill over into areas such as limits on genomic and other kinds of DNA 
research or issues related to assisted suicide or euthanasia. In a similar vein, 
the predominance of specific sets of philosophical or religious ideas in many 
societies can lead to difficulties with potential policy solutions that might seem 
routine in others (deLeon, 1992), such as the assisted suicide and abortion 
cases cited above, which are considered acceptable in more secular countries 
but generally encounter resistance from churches and other religious groups in 
more devout ones.

Even if a positive design space exists, a government may not have the ca-
pacity required to carry out formulation or implement policy effectively. Such 
concerns about formulation and implementation capacity gaps have sparked a 
renewed interest among both practitioners and scholars in the nature, definition, 
and composition of policy capacity in the contemporary era (Fukuyama, 2013; 
Savoia & Sen, 2014; OECD, 2006).

It bears repeating in this context that, as was pointed out in Chapter 1, pol-
icy capacity results from the combination of skills and resources found at each 
of the individual, organizational, and systemic levels. At each of these levels, 
analytical capacities help to ensure policy actions are technically sound in the 
sense they can contribute to attainment of policy goals if carried out. Oper-
ational capacity allows the alignment of resources with policy actions so that 
they can be implemented in practice. And political capacity helps to obtain and 
sustain political support for policy implementation (Wu et al., 2010; Tiernan 
& Wanna, 2006; Gleeson et al., 2009; Gleeson et al., 2011; Fukuyama, 2013; 
Rotberg, 2014).

At a minimum, then, formulation requires governments with a significant 
number of officials to possess a modicum of analytical capacity, defined as 
the ability to access and apply technical and scientific knowledge and analyt-
ical techniques (Howlett, 2015). This is especially important in light of the 
growing emphasis on evidence-based policy-making, which requires officials 
involved in policy work to absorb and process information in all aspects of 
policy formulation, decision-making, implementation, and evaluation. Many 
studies of knowledge utilization in government point out that governments 
do not often use evidence even when it is available because they lack the 
skills to do so. This discussion suggests that governments, as a whole, exhibit 
an uneven distribution of capacities, technical capabilities, and utilization 
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practices across different organizational and thematic venues, and that this 
can be problematic for policy-making.

An efficient information system for collecting and disseminating knowledge 
within and across public-sector agencies is especially important in the context 
of the present-day emphasis on evidence-based policy-making, which requires 
not only the ability to analyse data but also the channels to make it available in 
a timely and systematic manner (Davies et al., 2000). Governments may need to 
build and enhance their evaluation capacity and ultimately their organization-
al-analytical capacity if these are lacking.

Systemic-information capacity, defined as the general state of scientific, sta-
tistical, and educational facilities in a society, allows policy-makers and workers 
to access high-quality information to carry on their analytical and managerial 
functions. The state of education in general, and of public policy education and 
training in particular, along with diligent collection and widespread dissemina-
tion of data on public affairs, has a strong impact on governments’ capacity to ad-
dress policy problems. Varied policy analytical capacity within a policy subsystem 
may necessitate the participation of new institutions and actors if capabilities and 
competences are to be enhanced.

While most attention has been paid to the individual analytical level, the 
political capability of policy formulators should not be neglected. Political knowl-
edge and experience build skills that support “policy acumen” (Wu et al., 2011). 
A keen nose for politics not only within but also relating to the broader poli-
cy-making environment is essential for effective formulation. Identifying and 
understanding the interests and ideologies of other policy actors, as well as the 
relationships among them, are essential traits of successful public managers, as is 
understanding the political trade-offs necessary to broker deals among contend-
ing actors and interests.

At the organizational-political level, a key challenge for formulation lies in 
developing learning relationships with governance partners and the public. To 
succeed, governments need to be able to define an issue and draw the public into 
focusing on it and actively contributing to its resolution (Post, Salmon, & Raile, 
2008). Two-way communication through traditional policy dialogues and newer 
social media can allow citizens to monitor states’ activities, enter into dialogue 
with state actors on issues that matter to them, and influence political outcomes. 
(Haider, Mcloughlin, & Scott, 2011).

Systemic-political capacity is the most all-encompassing of all capacity types 
and is important since it embodies the potential to shape all the other variants. 
Insofar as it influences the broad environment that frames governmental activi-
ties, systemic-political capacity concerns the level of trust in the political, social, 
economic, and security spheres of policy action, which is an important determi-
nant of the nature of formulation processes.
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Context in Policy Formulation: Design 
and Non-Design Orientations

In the policy sciences, the concept of policy “design” has been increasingly linked to 
policy formulation. Policies are seen as the result of efforts made by governments to 
alter aspects of their own or public behaviour in order to pursue some end or purpose 
they consider important. In recent years, studies of formulation have evolved from 
an earlier focus on achieving singular purposes such as social protection, provision 
of health and education, or increasing civil society engagement. Policies are seen to 
be increasingly integrated and engaged in multiple levels of public administration 
spanning multiple sectors. They are also viewed as dynamic and context-specific 
in that they comprise complex arrangements of policy goals and means that have 
arisen at different times and in different locations through processes of policy for-
mulation unique to each jurisdiction and government (Howlett & Cashore, 2009).

Several processes of policy formulation have been revealed by empirical stud-
ies, ranging from bargaining to partisan electoral manoeuvring to more design-ori-
ented approaches. “Design” is usually thought to exist at one end of a spectrum 
ranging from contingent “non-design” to more precise instrument selection to 
match problems and solutions (Howlett & Mukherjee, 2014). Policy design is thus 
an approach to formulation that is used to examine and assess the policy instru-
ments that are proposed in strategies for problem-solving projects and programs, as 
well as their use during policy implementation (May, 2003; Howlett, 2014; Linder 
& Peters, 1988; Schon, 1988, 1992). In this view, policy design involves the effort 
to more or less systematically develop efficient and effective policies through ap-
plying knowledge about policy means gained from experience and reason.

Policy design, in this sense, is a specific mode of formulation based on the 
gathering of knowledge about the effects of policy instruments and tools on pol-
icy targets. Applying that knowledge to developing and implementing policies 
to attain desired policy objectives represents the essence of the design process 
(Bobrow, 2006; Bobrow & Dryzek, 1987; Montpetit, 2003; Weaver, 2009, 2010). 
This involves the deliberate and conscious attempt to define policy goals and con-
nect them in an instrumental fashion to tools expected to realize those objectives 
(Gilabert & Lawford-Smith, 2012; Majone, 1975; May, 2003; Linder & Peters, 
1988; Wintges, 2007; Bason, 2014; Brown & Wyatt 2010).

Problem-centred policy design consists of considering alternative arrange-
ments deemed potentially capable of resolving or addressing some aspect of a pol-
icy problem, one or more of which is ultimately put into practice. Much existing 
work on policy design adopts this orientation uncritically and advocates or desires 
policy-making to take on this technique (Tribe, 1972).

Such a problem-centred policy-making process is, of course, only one possi-
ble orientation or set of practices that can be followed (Colebatch, 1998; Tribe, 
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1972). In contrast to those scholars who view policy-making as intentional and 
instrumentally rational, for example, many commentators, pundits, and jaded and 
cynical members of the public often assume that all policy-making is driven by 
politics and hence is more or less irrational and involved in various processes of 
non-design. That is, policy formulators may base their analyses on logic, knowl-
edge, and experience, but also upon purely political calculations that can also 
serve to generate alternatives (Bendor, Kumar, & Siegel, 2009; Sidney, 2007).

Indeed, politically centred policy design is a staple of policy-making in democ-
racies and non-democracies alike. Although instances of politics driving policy 
are well known in political science, they have not been examined as deeply in 
the policy sciences, and the extent to which such considerations as political gain 
or blame avoidance calculations outweigh instrumental factors in policy formu-
lation poses a key question (Hood, 2010) that empirical studies have begun to 
illuminate.

Indeed, politics has always been one of the primary determinants of social 
policy choices, especially in democracies, as governments increasingly realized 
that they needed popular support in order to retain office (Flora & Heiden-
heimer, 1981; Overbye, 1994). Bismarck, for example, established health and 
pension programs in the German Empire in the 1870s primarily to undercut the 
growing support for socialist parties among the working class (Rimlinger, 1971) 
and only secondarily to perfect a solution to the problem of income during old 
age. Similarly, the spread of democratization has deepened the role of politics in 
policy-making, especially in the area of social security (Amenta &  Carruthers, 
1988; Myles, 1989). Governments throughout the world, from Europe to Latin 
America, heightened their social welfare efforts in response to the spread of 
trade unions and the electoral success of the political parties affiliated with them 
(Korpi, 1980; Shalev, 1983; Myles, 1989). Thus, politics has always been an inte-
gral part, and a primary determinant, of policy formulation, particularly in social 
policies.

There are also situations in which policy formulation is driven by neither 
instrumental problem-solving nor socio-political concerns, a phenomenon and 
process of policy formulation that can be described as “non-design.” This includes 
a variety of contexts in which social policy formulators or decision-makers engage 
in interest-driven trade-offs or log-rolling between different values or resource 
uses, often in response to concerns about legislative expediency.

Or, in other circumstances, the same non-design situation can emerge when 
policy-makers engage in venal or corrupt behaviour in which personal gain from 
a decision may trump other evaluative and decision-making criteria (Cohen et al., 
1979; Dryzek, 1983; Kingdon, 1984; Eijlander, 2005; Franchino & Hoyland, 
2009). In such formulation and decision processes, design considerations may 
be more or less absent, and the quality of the logical or empirical relations be-
tween policy components as solutions to problems may be incorrect or ignored 
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(Cohen,  March, & Olsen, 1979; Dryzek, 1983; Eijlander, 2005; Franchino & 
Hoyland, 2009; Kingdon, 1984; Sager & Rielle, 2013).

The high level of contingency found in some decision-making contexts, identi-
fied in the previous section, for example, has led some critical observers of policy ef-
forts to suggest that policies cannot be “designed” in the sense that a house or a piece 
of furniture is (Dryzek & Ripley, 1988; deLeon, 1988) and suggest that non- design 
processes dominate policy formulation (Cohen et al., 1972 to 1979). However, this 
opinion is not universally shared or endorsed (Mucciaroni, 1992). On the contrary, 
it is often suggested that most if not all policies are carefully crafted to ensure that 
policy means are capable of achieving policy goals in a relatively cost- efficient manner 
and that exceptions to this rule are rare (Packwood, 2002; Kay, 2011).

Some of this disagreement is philosophical in nature (Tribe, 1972; Nelson, 
1977, Forester, 1983; Dery, 1984), but to a very great extent many of these disagree-
ments are the result of a poor record of empirical studies uncovering the motives 
and techniques of policy design and formulation (Junginger, 2013). This observa-
tion is true of policy formulation in general, but is especially acute in the design 
of major policy areas such as social policies, which are major areas of government 
spending and action with a long history dating back over several centuries which 
is difficult to trace and assess (Esping-Anderson, 1990; Chindarkar et al., 2017).

Understanding which kind of formulation process is likely to unfold or has 
unfolded is the key to understanding this phase of policy-making. That is, the 
design of successful policies requires thinking about policy-making in such a 
way as to fully take into account the dual purposes—both technical/problem and 
 political—that polices serve and the extent to which efforts to attain those ends 
are adequately resourced and capable. An effective study of policy formulation 
will thus seek to understand its “design space” (Hillier, Musgrove, & O’Sullivan, 
1972; Hillier & Leaman, 1974; Gero, 1990).

An optimal situation in public policy formulation is one wherein the interests 
and aims of both politicians and technical analysts and advisors are congruent 
and policy-makers seek to attain both policy and political objectives through the 
same tools. While policy-makers both within and outside the government are 
multi-dimensional creatures with varied needs, political survival is a major con-
cern that leads them to make policies to garner political support for their election 
or re-election as well as to solve public problems (Mukherjee & Howlett, 2015).
The health insurance program launched by the Thaksin government in Thailand 
in 2001 is an example of such a policy: it extended insurance coverage to the 
entire population while reducing total health expenditures at the same time, and 
won the government the subsequent election (Ramesh, 2008).

As Figure 5.1 shows, other kinds of policy design spaces are also very pos-
sible. In those other spaces, either one or the other goal is missing or contested. 
As a result, policy processes other than the effective and legitimated ones found 
in an optimal design space are likely to occur. The pursuit of political objectives 
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unaccompanied by the intention to solve a policy problem, for example, may be 
described as “populist” policy-making that focuses on “valence” issues, which 
may or may not be susceptible to effective action (such as fighting crime). Mea-
sures that seek to address problems regardless of political implications may be 
described as “technocratic” policy-making, which can easily generate politically 
infeasible options (such as raising taxes to increase welfare budgets to deal with 
homelessness). In situations where neither political nor technical concerns are 
perceived to be legitimate, or when policy-makers are pressured to adopt con-
tradictory positions because of conflicting political and/or technical demands, 
 policy-making may be paralyzed or result in ineffective or damaging policies.

The Substance of Policy Formulation: 
Selecting Policy Tools
All of this discussion raises the questions of what, exactly, is being designed or 
formulated. Policy formulation in this sense is primarily about assessing and ar-
riving at the mixture of policy tools or instruments to be used to achieve policy 
goals. As pointed out in earlier chapters, policies have different components but 
it is instruments that give them effect. Hence policy tools retain a special place 
in formulation activity.

A typical policy involves abstract general aims or goals (such as, in the cases 
of criminal justice or education policy, attaining a just or prosperous society), 
along with a set of less abstract objectives such as reducing crime or providing 
better educational opportunities. Further, those objectives themselves must be 
concretized in a set of specific targets that allow policy resources to be directed 
toward goal attainment, such as reducing specific types of crimes to specific 

Figure 5.1 Policy Design Spaces and Process Implications
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levels within specified periods of time or increasing post-secondary educational 
attendance within some set temporal period (Stavins, 2008; Kooiman, 2008).

Similarly, the means or techniques for achieving these goals also exist on sev-
eral levels. Highly abstract preferences for specific forms of policy implementa-
tion, such as a preference for the use of market, government, or non-profit forms 
of organization can inform the implementation of policy goals in areas such as 
healthcare, or crime prevention. A more concrete focus on the use of specific 
governing tools or mechanisms can lead policy-makers to focus on regulation, 
information campaigns, public enterprises, or government subsidies to alter actor 
behaviour, for example, in promoting or increasing wellness or preventing crime. 
At the most specific level of deciding or determining exactly how policy tools 
should be “calibrated” during implementation in order to achieve policy targets, 
policy actors can attempt to set a specific number of additional police on the 
streets within a specified period of time, or a specific level of subsidy to non-profit 
groups that provide additional hospital beds or other types of health services 
within a set period of time (Howlett, 2005; Stavins, 2008)

Thus, while formulating a policy to tackle traffic congestion, for example, 
policy-makers must simultaneously consider whether to build more roads, im-
prove public transit, restrict automobile usage, or use some combination of these, 
as well as the tools by which the policy will actually be implemented. These 
policy tools, also known as policy instruments and governing instruments, are the 
actual means or devices that governments put to use when implementing policies. 
Proposals that emanate from the formulation stage, therefore, will specify not 
only whether or not to act on a policy issue, but also how best to address the prob-
lem and implement a solution. For example, in a case such as that of deteriorating 
water quality, policy options could emphasize public educational campaigns that 
urge people to refrain from polluting activities; they could embrace regulations 
that prohibit all activities causing the pollution; they could propose a subsidy 
to the polluting firms encouraging them to switch to safer technologies; or they 
could advance some combination of these or other means (Gunningham et al., 
1998; Gunningham & Young, 1997).

 When policy actors are exploring policy options, they consider not only what 
to do but also how to do it. Conceptually, an instrumentally oriented policy for-
mulation process begins with an assessment of the abilities of different policy 
tools to affect policy outputs and outcomes and the kinds of resources required 
to allow them to operate as intended (Hood, 1986; Salamon, 2002). Such instru-
mental knowledge is required to understand how the use of specific instruments 
affects target group behaviour and compliance with government aims (Weaver, 
2009a, 2009b, 2013, 2015). It thus includes knowledge and consideration of 
many constraints on tool use originating in the limits of existing knowledge, pre-
vailing governance structures, and other arrangements and behaviours that may 
preclude consideration of certain options and promote others (Howlett, 2009a, 
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2011). It requires both analytical and evidentiary capacity on the part of the gov-
ernment as well as the intention to exercise such skills (Wu et al., 2015).

The variety of instruments available to policy-makers is limited only by their 
imaginations. Rather than attempt to construct exhaustive lists, which had al-
ready produced arcane inventories (such as the scheme for at least 64 general 
types of instruments in European economic policy produced by Kirschen and his 
colleagues [1964]), policy researchers have sought ways to group roughly similar 
types of instruments into a few categories whose merits and demerits could then 
be analyzed more easily. Scholars have made numerous attempts to identify such 
instruments and classify them into meaningful categories (see Salamon & Lund, 
1989: 32–3; Lowi, 1985; Bemelmans et al., 1998; Balch, 1980).

A simple and powerful taxonomy, the “NATO model,” was developed by 
Christopher Hood (1986a), who noted that all policy tools used one of four broad 
categories of governing resources and thus could be classified according to their 
primary resource use. Thus, Hood argued that governments confront public prob-
lems through the use of the information in their possession as a central policy 
actor (“nodality”), their legal powers (“authority”), their money (“treasure”), or the 
formal organizations available to them (“organization”), or “NATO.”

The idea is that governments can use these resources to manipulate policy ac-
tors, for example, by withdrawing or making available information or money, by using 
their coercive powers to force other actors to undertake activities they desire, or sim-
ply by undertaking the activity themselves using their own personnel and expertise.

Using Hood’s idea of governing resources, a basic taxonomy of instrument 
categories can be set out. Figure 5.2 presents such a classification scheme with 
illustrative examples of the types of policy tools found in each category.

Figure 5.2 Policy Tools, by Principal Governing Resource
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These substantive tools have their procedural counterparts—that is, instru-
ments designed mainly to affect or alter aspects of policy processes rather than 
social or economic behaviour per se (Riker, 1983, 1986; Dunsire, 1986, 1993a), 
often in order to support or bolster the effectiveness of substantive tools.

In the following discussion, we offer examples of common policy tools that 
are included in policy designs using Hood’s schema along with a discussion of 
their strengths and weaknesses, factors that condition their appearance in pro-
posals emerging from the policy formulation process, however it is undertaken.

Nodality, or Information-Based Policy Tools

The first category of policy tools that Hood identified involve the use of informa-
tion resources at government’s disposal. There are many such tools, as the possi-
bilities outlined below demonstrate.

Public Information Campaigns
Governments chronicle a great deal about societal activities through both rou-
tine reporting and special studies. It is not uncommon, therefore, for government 
to disseminate information with the expectation that individuals and firms and 
other organizations and actors will change their behaviour in response to it. This 
information is often fairly general, intended to make societal actors more knowl-
edgeable so that they can make informed choices. For instance, data on tourism, 
trade, and economic and social trends can be disseminated by the government 
through public service advertising, leaving it to the population to draw conclu-
sions and respond accordingly (Salmon, 1989b).

Public information may also be more precisely targeted to elicit a particular re-
sponse, as in the case of publicizing information on the ill effects of smoking (Weiss 
& Tschirhart, 1994; Vedung & van der Doelen, 1998). In either case, there is no 
obligation on the public to respond in a particular manner (Adler & Pittle, 1984). In 
many countries, this passive release of information may be mandated or facilitated by 
freedom of information laws (Relyea, 1977; Bennett, 1990, 1992a); Qualter, 1985).

Findings on the impact of public information campaigns suggest that disclo-
sure will not automatically lead to policy change. Other conditions must be pres-
ent, such as an ability to calculate the impact of data on (and by) societal actors 
(Cohen & Santhakumar, 2007). The public’s capacity to interpret information has 
also been shown to vary by socio-economic status, by the quantity of information 
presented, and by the ways in which this information is presented (Howells, 2005).

Exhortation
Exhortation, or “suasion,” as it is also called, involves slightly more government 
activity than pure dissemination of information (Stanbury & Fulton, 1984). Here, 
public effort is devoted to influencing the preferences and actions of societal 
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members, rather than just by informing the public about a situation with the 
hope that behaviour will spontaneously change in a desired manner (Salmon, 
1989a, 1989b). Rather, public advertisements urge people to undertake certain 
kinds of behaviour such as keeping fit and healthy, not to waste water or energy, 
or to use public transportation (Firestone, 1970). Agency spokespersons can play 
an important in both delivering and shaping these messages (Lee, 2001). Consul-
tations between government officials and financial, industry, or labour represen-
tatives are another form of exhortation because government officials often use 
these meetings to try to alter target group behaviour in the direction they would 
prefer it to go.

Ultimately, government exhortation can only go so far. As Stanbury and Ful-
ton (1984) conclude, “In the absence of positive or negative inducements (or more 
bluntly, leverage), most efforts at suasion probably have either a low probability of 
success or have a relatively short shelf life.” At best, it should be used in conjunc-
tion with other instruments when they are available. Complex problems, such as 
influencing private corporations to make their industrial production more sus-
tainable, require policy packages that also include other components of the NATO 
tool kit (Norberg-Bohm, 1999).

Benchmarking and Performance Indicators
Benchmarking is increasingly used as a process-oriented information-gathering 
technique in the public sector (Papaioannou et al., 2006). In theory, it enables 
structured comparison and, when successful, enhances the opportunity for pol-
icy learning by presenting relevant information in ways that can generate policy 
insight (Johnsen, 2005). The standardization of benchmarks promotes coordina-
tion of policy across jurisdictions, as seen in the EU’s use of an “open method of 
coordination” in sharing information on employment and labour market policies 
(de la Porte et al., 2001). Performance management schemes can also work to re-
define the problems addressed by public agencies such as hospitals or universities 
(Adcroft & Willis, 2005).

Previous chapters have already discussed the strengths and weaknesses of 
measures and indicators. Such measures often can improve policy delivery but 
are also susceptible to gaming and evasion, making it unclear what their actual 
impact on target behaviour will be.

Commissions and Inquiries
Governments often employ temporary bodies to gather information about an 
issue or sometimes just to procrastinate in making a decision, hoping that public 
pressure for action will fade by the time a report is prepared. Foremost among 
the techniques they utilize to do so is the ad hoc inquiry, commission, or task 
force. These agencies exist in many forms and are often established to deal with 
notorious and particularly troubling policy problems. They attempt to provide a 
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forum that combines specialized academic research and general public input into 
the diagnosis and potential resolution of policy problems, generating informa-
tion that becomes available to all participants in the policy process and altering 
their knowledge base as a result (Sheriff, 1983; Wraith & Lamb, 1971: 302–23; 
 Chapman, 1973; Elliott and McGuinness, 2001; Resodihardjo, 2006; McDowall 
Robinson, 1969; Cairns, 1990a; d’Ombrain, 1997).

In many jurisdictions, a system of formal reviews of ongoing policy areas 
is also evident. These reviews serve as “institutionalized” task forces or investi-
gations into ongoing issues and the efforts made by government bodies to deal 
with them (Bellehumeur, 1997; de la Mothe, 1996; Raboy, 1995; Banting, 1995). 
These reviews are usually done in-house but sometimes also involve the use of 
outside experts (Owens & Rayner, 1999).

Such reviews can serve an important purpose in making policies more flex-
ible or agile. However, they can also introduce uncertainties into policy formu-
lation and can fall prey to the vagaries of who takes part in them and what ideas 
they put forward.

Nudging
Behavioural policy instruments—commonly known as nudging—are new types 
of tools for promoting behavioural change and policy compliance that also rely 
upon the manipulation of the information available to consumers and other pol-
icy targets. These behavioural instruments rely upon what Herbert Simon termed 
the “bounded rationality” (Simon, 1955, 1957, 1976) of individuals. That is, actual 
human behaviour frequently falls short of objective rationality because of difficul-
ties associated with anticipating the future and a lack of complete knowledge of all 
possible alternative and consequences (1976). Over time, predictable behavioural 
departures from the predicted utilitarian model have been documented so as to 
identify a number of behavioural patterns that influence individual decision-mak-
ing. An example of this is the use of “heuristics,” or mental shortcuts that reduce 
the cognitive burden associated with decision-making (Shah & Oppenheimer, 
2008; Ariely 2010).

In their pioneering work, Amos Tversky and Daniel Kahneman identified 
three central heuristic principles affecting behaviour in less than rational but 
nevertheless predictable ways—availability, representativeness, and anchoring 
(1974). In later work they demonstrated the influence of other traits such as fram-
ing (of acts, contingencies, and outcomes) on preferences and the characteristic 
nonlinearities of values and decision weights (Kahneman & Tversky, 1979; Tver-
sky & Kahneman, 1981; 2000). Following Kahneman and Tversky, a number of 
other behavioural patterns that influence decision-making have since been noted, 
such as “overconfidence” (Moore & Healy, 2008), “present bias,” (O’Donoghue 
& Rabin, 1999) and the tendency to gravitate toward the default option (Lunn, 
2014). Such patterns of behaviour have been explained by drawing on concepts 
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from psychology which speak of   two systems of thinking that humans employ—
system I and system II. While system I is more intuitive and automatic (adopts a 
narrower frame and employs little or no effort), system II is reflective and delib-
erate (adopts a wider frame and employs more effort) (Kahneman, 2013) Nudges 
such as painting footsteps on floors to lead subway riders to take the stairs ver-
sus an escalator and hence improve their health deploy the automatic system 
(Kahneman, 2003).

An increasing awareness and recognition of these behavioural processes has 
contributed toward the use of behavioural policy tools that aim to reduce “be-
havioural market failures” (Thaler & Sunstein, 2008). Such behaviourally pre-
mised policy instruments as organ donor opt-out defaults and drawing flies or 
targets on urinals to discourage unwanted splashing and janitorial expenses make 
use of insights drawn from behavioural sciences so as to secure better compli-
ance with government aims and policies. Below, we briefly describe some of these 
nudge instruments: information disclosure, invoking social norms, changing de-
faults, goal setting, and framing.

Information Disclosure
Provision of information that is comprehensible, simple, and accessible, can be 
used to shift individual behaviour in a desired direction. This may take the form 
of providing individuals with information regarding the otherwise hidden conse-
quence or costs of certain actions, or it may take the form of informing them about 
their own past choices and its consequences—i.e., “smart disclosure” (Sunstein, 
2014). For example, the deployment of smart meters that provided real-time as 
well as historic-consumption information was shown to contribute more to energy 
savings than other forms of information (AECOM, 2011). Similarly, a random-
ized controlled trial testing the effect of energy labelling (providing information 
on the monetary lifetime running cost of the electric appliance) provided robust 
evidence that labelling resulted in purchase of more energy-efficient appliances 
(Department of Energy and Climate Change, 2014). Other studies have found 
similar effects regarding the influence of targeted information (see for instance 
Codagnone et al., 2013; Delmas et al., 2013; Kallbekken & Sælen, 2011). Estonia, 
South Africa, and the UK (OECD, 2017) are providing simplified information to 
consumers on energy consumption with the expectation of changing their be-
haviour in a desired direction.

Invoking Social Norms
Social psychologists regard social norms—defined as the broadly shared beliefs 
about what group members are likely to do and ought to do—as an important 
dimension affecting human behaviour (McKirnan, 1980; Staub, 1972) and these 
norms can be invoked to nudge behaviour in a preferred direction. Highlighting 
what most people think others should do, for example, acts as a nudge toward 
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changing behaviour from dog-walking to traffic control (Sunstein 2014). For in-
stance, an energy conservation program in the US provided utility consumers 
with information about how their energy usage compared to that of their neigh-
bours, which resulted in a subsequent reduction in energy consumption (Allcott, 
2011). In the context of climate change, social norms have been successfully 
invoked across countries in the energy sector (see Ayres et al., 2013; Dolan & 
 Metcalfe, 2012), water sector (Datta et al., 2015; Ferraro & Price, 2013; Fer-
raro et al., 2011), and others to engender pro-environmental behavioural changes 
(Goldstein et al., 2008; Kuhfuss et al., 2016). Social norms may also be applied to 
organizations to overcome their reluctance to invest in energy-saving technologies 
(Hall et  al., 2012), given the strong effects exerted by normative and mimetic 
behaviour ( Perez-Batres et al., 2011). Social norms also operate on policy-makers, 
wherein the actions of neighbouring jurisdictions can influence policy choice, for 
example in the case of carbon taxes (Krause, 2011).

Goal Setting
Getting people to commit to certain strategies ahead of implementation may be 
used as a policy tool to motivate action, counteract lack of willpower, and over-
come the tendency to procrastinate (Sunstein, 2014). The greater the perceived 
cost of breaking such a commitment, the more effective it is in achieving be-
haviour change (Dolan & Metcalfe, 2012). This can be done, for example, with 
registered retirement saving plan contributions by making it appear difficult or 
costly to withdraw funds once they are “locked in.” Another related mechanism 
to nudge behaviour in the desired direction is to make the commitment pub-
lic. Individuals’ desire to maintain a consistent and positive self-image (Cialdini, 
2008) makes them likely to uphold commitments in order to avoid reputational 
damage or cognitive dissonance (Festinger, 1962). In Costa Rica a randomized 
controlled trial involving 5,626 households tested three behavioural treatments, 
one of which was plan-making (establishing personal goals for water use reduc-
tion). It was found that plan-making was the most effective in reducing household 
water consumption (Datta et al., 2015).

Changing Defaults
Defaults establish goals in policy settings, including outcomes that apply when 
individuals do not meet these standards (Brown & Krishna, 2004; Johnson & 
Goldstein, 2003). Since governments normally define policy settings, designing 
defaults such as automatic opt-ins and opt-outs for certain government programs 
can have a profound impact on individuals’ choices and the resulting outcomes 
(Barr et al., 2011). According to Sunstein & Reisch (2013), three principal fac-
tors contribute to the large effect of defaults on outcomes: (1) suggestion and 
 endorsement—i.e., people who consider themselves non-specialists think that 
the default was chosen with good reason (see McKenzie, 2006); (2) the tendency 
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to procrastinate and the power of inertia, which lead people to continue with the 
status quo (see Sethi-Iyengar et al., 2004); and (3) defaults provide a reference 
point relative to which changes can be evaluated. Examples of “climate-friendly 
defaults” (Sunstein & Reisch, 2016) can be found in Southern Germany, where 
they resulted in a significantly higher percentage of customers buying green 
electricity (Pichert & Katsikopoulos, 2008). Another study exploring consumer 
uptake of an energy-efficient but costly compact fluorescent light bulb (CFLB) 
versus an inefficient but inexpensive incandescent light bulb (ILB) found a lower 
preference for the ICB when the energy-efficient CFLB was established as the de-
fault standard (Dinner et al., 2011). Defaults have also made their way to several 
municipal electricity utilities in Switzerland that have changed the default elec-
tricity tariff to include a greener mix of energy sources (Sousa Lourenço et al., 
2016).

Framing
Framing is a cognitive bias in which individuals tend to make decisions influ-
enced by how information is presented or framed (Tversky & Kahneman, 1981). 
Presenting the same information in different formats can affect people’s deci-
sions: behaviour is directed toward mental representations of the world (rather 
than its actual state), and these mental representations may not “necessarily 
constitute a faithful rendition of actual circumstances” (Zaval & Cornwell, 2016; 
Mullainathan & Shafir, 2013). Information that is vivid and salient usually has 
a larger impact on behaviour than information that is abstract (Sunstein, 2014).

Research has demonstrated that differences in the way environmental issues 
are framed affects individuals’ engagement with the issue (Gifford & Comeau, 
2011). Another study, related to the fuel efficiency of vehicles, found that manip-
ulating information on the fuel economy labels shifted preferences toward more 
fuel-efficient choices (Camilleri & Larrick, 2014). Similarly, even a seemingly 
minor change in terminology, such as the use of the term “carbon tax” instead of 
“carbon offset,” was found to have a strong influence on the level of support and 
preference for a certain policy (Hardisty et al., 2010).

Authority-Based Policy Tools

Regulation
Regulation is a prescription by the government that must be complied with by 
the intended targets; failure to do so usually involves a penalty. This type of in-
strument is often referred to as “rule-making” or “command-and-control” regu-
lation (Kerwin, 1994, 1999). Regulations take various forms and include rules, 
standards, permits, prohibitions, laws, and executive orders (Keyes, 1996). Some 
regulations, such as proscribing criminal behaviour, take the form of laws en-
forced by police and the judicial system (Rosenbloom, 2007). Most regulations, 
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however, are written and promulgated by civil servants working under the dele-
gated authority of enabling legislation. These regulations are then administered 
by a government department or a specialized, quasi-judicial government agency 
(first called independent regulatory commissions in the US) that is more or less 
autonomous of government control in its day-to-day operations.

The nature of regulations varies somewhat depending on whether they are 
targeted at economic or social problems. Economic regulations have been the 
traditional form of regulation and their purpose has been to control specific as-
pects of the market economy, such as the prices and volumes of production, or 
return on investment, or the entry into or exit of firms from an industry (Salamon, 
2002b). A good example of this type of regulation is that carried out by various 
kinds of marketing boards, regulatory bodies that are particularly prominent in 
the agricultural sector. The intent of such boards is to restrict the supply of ag-
ricultural output to keep farm commodity prices at or above a certain threshold 
of income deemed acceptable for farmers. Their objective is to correct perceived 
imbalances or inequities in economic relationships that may emerge as a result of 
the operation of market forces.

Social regulations are of more recent origin and refer to controls in matters 
of health, safety, and societal behaviour such as civil rights and discrimination of 
various sorts. They have more to do with our physical and moral well-being than 
with our pocketbooks, though the costs to business of certain regulatory mea-
sures, such as environmental protection, often are passed on to the consumer. 
Examples of social regulation include rules regarding liquor consumption and 
sales, gambling, consumer product safety, occupational hazards, water-related 
hazards, air and noise pollution, discrimination on the basis of religion, race, 
gender, or ethnicity, and pornography (Padberg, 1992). With a proliferation of 
 industry-developed norms and standards for ethical and environmentally sus-
tainable business practices, government’s regulatory role can sometimes involve 
enforcing compliance with these private codes of practice (Baksi & Bose, 2007).

There are several advantages of regulation as a policy instrument (see Mit-
nick, 1980: 401–4). First, the information needed to establish regulation is often 
less compared to other tools. Second, where the concerned activity is deemed 
entirely undesirable, as is the case with films and videos depicting pedophilia, it 
is easier to establish regulations prohibiting the possession of such products than 
to devise ways of encouraging the production and distribution of other types of 
more benign materials. Third, regulations allow for better coordination of gov-
ernment efforts and planning because of the greater predictability they entail. 
Fourth, their predictability makes them a more suitable instrument in times of 
crisis when an immediate response is needed or desired. Fifth, regulations may 
be less costly than other instruments, such as subsidies or tax incentives.

The disadvantages of regulation are equally telling (see Anderson, 1976). First, 
regulations, whether technical or not, are set politically and hence quite often 
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distort voluntary or private-sector activities and can promote economic inefficien-
cies (Wilson, 1974). Price regulations and direct allocation restrict the operation 
of the forces of demand and supply and affect the price mechanism in capitalist 
societies, raising the potential for economic windfalls through distortions in the 
market. These tendencies create powerful incentives for regulated firms to try to 
“capture” the organizations that supervise them, to yield ongoing economic advan-
tages through regulation. To avoid such capture, the regulatory body can nurture 
working relationships with other societal actors who will keep up the pressure to 
regulate in the public interest (Sabatier, 1975, 1977). Second, regulations can, at 
times, inhibit innovation and technological progress because of the market secu-
rity they afford existing firms and the limited opportunities for experimentation 
they permit. Third, regulations are often inflexible and do not permit the con-
sideration of individual circumstances, resulting in decisions and outcomes not 
intended by the regulation (Dyerson & Mueller, 1993). Such instances annoy the 
subject population and often create easy targets for the government’s critics.

The early 1980s saw a turning point in the debate on regulations, as the 
idea that regulations were conceived and executed solely in the public interest 
came under heavy attack from a wide range of critics.1 Understanding why dereg-
ulation occurred has proven to be a challenge to regulatory theorists, however. 
In Libecap’s view, five conjectures regarding the forces animating deregulation 
are offered: (1) dissatisfied incumbent firms join with consumers in lobbying 
for deregulation and seek to capture quasi-rents during the transition to a more 
competitive environment; (2) stockholders, dismayed at poor firm performance, 
pressure management to jettison regulation; (3) management chafes at govern-
ment restrictions; (4) regulators lose enthusiasm for regulatory controls; and (5) 
exogenous forces, such as changes in regulatory policies in other jurisdictions, 
force adoption of more competitive arrangements (Libecap, 1986). Often, all five 
reasons underlie deregulation efforts.

Delegated or Self-Regulation
Unlike command-and-control regulation, delegated regulation, or self-regulation, 
involves governments allowing non-governmental actors to regulate themselves. 
However, while non-governmental entities may, in effect, regulate themselves, 
they typically do so with the implicit or explicit permission of governments 
(Gunningham & Rees, 1997; Donahue & Nye, 2001). These delegations can be 
explicit and direct, for example, when governments allow professions such as 
doctors, lawyers, or teachers to regulate themselves through the grant of a li-
censing monopoly (see Sinclair, 1997; Tuohy & Wolfson, 1978). However, they 
can also be less explicit, as occurs in situations where manufacturing companies 
develop standards for products or where independent certification firms or as-
sociations certify that certain standards have been met in various kinds of pri-
vate practices (see Andrews, 1998; Gunningham & Rees, 1997; Iannuzzi, 2001). 
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While many standards are invoked by government command-and-control regu-
lation, others can be developed in the private sphere. As long as these are not 
replaced by government-enforced standards, they represent the acquiescence of 
a government to the private rules, a form of delegated regulation (see Haufler, 
2000, 2001; Knill, 2001).

A major advantage of the use of voluntary standard setting should be in 
cost savings, since governments do not have to pay for the creation, adminis-
tration, and renewal of such standards, as would be the case with traditional 
command-and-control regulation. While these attributes offer a powerful general 
incentive toward delegated regulation, empirical findings of negotiated environ-
mental rule-making in the US show that both time and cost savings turned out 
to be minimal compared to command-and-control processes (Coglianese, 1997). 
The potential cost savings of delegation can be highest in professional areas such 
as medicine or law, where information asymmetries between those being regu-
lated and regulators mean that public administration of standards is especially 
expensive and time consuming. Such programs can also be effective in interna-
tional settings, where establishing effective governmental regimes, such as sus-
tainable forestry practices, can be especially difficult (Elliott & Schlaepfer, 2001). 
However, possible administrative cost savings must again be balanced against 
additional costs to society that might result from ineffective or inefficient admin-
istration of voluntary standards, especially those related to noncompliance.

Advisory Committees
A long-established procedural tool based on authority is the advisory committee 
(Smith, 1977; Gill, 1940). Some of these are formalized and more or less perma-
nent, while others tend to be more informal and temporary (Brown, 1955, 1972; 
Balla & Wright, 2001). Both involve governments selecting representatives to sit 
on these committees and the extension to those representatives of some special 
rights within the policy process. Many countries have created permanent bodies 
to provide advice to governments on particular ongoing issue areas, such as the 
economy, science and technology, and the environment (for Canada, see Phidd, 
1975; Doern, 1971; Howlett, 1990). However, many other ad hoc bodies can be 
found in almost every policy area. These range from general advisory committees 
and specialized clientele advisory committees to specific task-oriented commit-
tees and others (see Peters & Barker, 1993; Barker & Peters, 1993).

Advisory bodies are often situated closer to societal actors than the for-
mal governments they report to. They are usually quite specific in their focus 
and conduct different types of hearings and “stakeholder” consultations to re-
ceive input and, at times, to engage in dialogues that seek to build consensus 
with, and among, societal actors (van de Kerkof, 2006; Flitner, 1986; Chapman, 
1973). These advisory bodies should not be confused with the more open-ended, 
 research-oriented organizations created under these same titles (Sheriff, 1983). 
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Ad hoc task forces and similar bodies are not intended to develop new knowledge 
or promulgate current know-how, but rather to provide a venue for organized and 
unorganized interests to present their views and analyses on pressing contempo-
rary problems, or to frame or reframe issues in such a way that they can be dealt 
with by governments (Owens & Rayner, 1999; Jenson, 1994; Barker et al., 1993; 
Peters & Barker, 1993).

Exactly who should be on such committees, how often they should meet, 
what powers they have, and other design factors heavily influence their legitimacy 
and effectiveness.

Treasure-Based Policy Tools

A third general category of policy instrument relies not so much on government 
personnel or governmental authority for its effectiveness, but rather on public 
financial resources and the government’s ability to raise and disburse funds. This 
refers to all forms of financial transfers to individuals, firms, and organizations 
from governments or from other individuals, firms, or organizations under gov-
ernment direction. These transfers can serve as incentives or disincentives for 
private actors to follow government’s wishes. The transfer rewards or penalizes 
and thus encourages or discourages a desired activity, thereby affecting social 
actors’ estimates of costs and benefits of the various alternatives. While the final 
choice is left to individuals and firms, the likelihood of the desired choice being 
made is enhanced because of the financial subsidy it draws (Beam & Conlan, 
2002; Cordes, 2002). Several key types of such tools are set out below.

Financial Incentives
One of the most prominent forms of treasure-based instrument is grants, which 
are “expenditures made in support of some end worthy in itself, almost as a form 
of recognition, reward or encouragement, but not closely calibrated to the costs 
of achieving that end” (Pal, 1992: 152; Haider, 1989). Grants are usually offered 
to producers, with the objective of making them provide more of a desired good 
or service than they would otherwise. The expenditure comes out of the govern-
ment’s general revenues, which requires legislative approval. Examples of grants 
include government funds provided to schools, universities, and public transpor-
tation operators.

Another prominent form of subsidy is the tax incentive involving “remis-
sion of taxes in some form, such as deferrals, deductions, credits, exclusions, or 
preferred rates, contingent on some act (or the omission of some act)” (Mitnick, 
1980: 365). Tax incentives or tax expenditures involve taxes or other forms of 
government revenues, such as royalties or licence fees, which are forgone. That 
is, a subsidy is provided since revenues that would normally have been collected 
are not. Governments find tax incentives appealing, not least because they are 
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hidden in complex tax codes and so escape outside scrutiny, which makes their 
establishment and continuation relatively easy (McDaniel, 1989; Leeuw, 1998; 
Howard, 1997). Moreover, in most countries they do not need legislative bud-
getary approval, for no money is actually spent; rather, revenues are forgone 
(Maslove, 1994). Nor is their use constrained by availability of funds, because 
they involve no direct expenditure. They are also easier to administer and enforce 
because no special bureaucracy needs to be created to administer them, as would 
be the case with many other instruments (Brunori, 1997). The existing taxation 
bureaucracy is usually entrusted with the task. The amounts “spent” in this man-
ner are huge. For example, Christopher Howard has estimated that US federal 
tax expenditures alone accounted for $744.5 billion or 42 per cent of total federal 
direct expenditures in the year 2000 (Howard, 2002: 417).

Loans from the government at an interest rate below the market rate are also 
a form of subsidy. However, the entire amount of the loan should not be treated 
as a subsidy, only the difference between the interest charged and the market rate 
(Lund, 1989).2

Subsidies offer numerous advantages as policy instruments (see Mitnick, 
1980: 350–3; Howard, 1993, 1995). First, they are easy to establish if government 
and an organization share a preference for doing a particular activity. Second, 
subsidies are flexible to administer because participants decide for themselves 
how to respond to the subsidy in the light of changing circumstances. Likewise, 
they take local and sectoral circumstances into account, since only individuals 
and firms seeing a benefit would take up the subsidy. Third, by allowing indi-
viduals and firms to devise appropriate responses, subsidies may encourage in-
novation. Fourth, the costs of administering and enforcing subsidies may be low 
because it is up to potential recipients to claim benefits. Finally, subsidies are 
often politically more acceptable because the benefits are concentrated on a few 
whereas the costs are spread across the population, with the result that they tend 
to be supported strongly by the beneficiaries and opposed less intensely by their 
opponents, if they are noticed at all (Wilson, 1974).

There are also disadvantages to using subsidies. Since subsidies (except tax 
incentives) need financing, which must come from new or existing sources of rev-
enues, their establishment through the formal budgetary process is often difficult. 
They must compete for funding with other government programs, each backed 
by its own network of societal groups, politicians, and bureaucrats.  Second, the 
cost of gathering information on how much subsidy would be required to induce 
a desired behaviour3 may also be high. Arriving at a correct amount of subsidy 
by trial and error can be an expensive way of implementing policy. Third, since 
subsidies work indirectly, there is also often a time lag before the desired effects 
are discernible. This makes them an inappropriate instrument to use in a time of 
crisis. Fourth, subsidies may be redundant in cases where the activity would have 
occurred even without the subsidy, thus causing a windfall for the recipients. 
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At the same time, they are hard to eliminate because of the opposition from ex-
isting beneficiaries. Fifth, subsidies may be banned by international agreements, 
as they are in export-oriented sectors because of the pernicious effects that subsi-
dized imports can have on local industries and employment.

Financial Disincentives
A tax is a legally prescribed compulsory payment to government by a person or 
firm (Trebilcock et al., 1982: 53). The main purpose of a tax is normally to raise 
revenues for the government expenditures. However, it can also be used as a 
policy instrument to induce a desired behaviour4 or discourage an undesirable 
behaviour.

In contrast to a subsidy, which is a positive incentive and works by rewarding 
a desired behaviour, taxes can be applied as a negative incentive (or sanction) that 
penalizes an undesired behaviour. By taxing a good, a service, or an activity, the 
government indirectly discourages its consumption or performance by making 
it more expensive to purchase or produce. Many governments’ policy objectives 
of reducing smoking, drinking, and gambling because of their ill effects, for ex-
ample, can be partially achieved through exceptionally high taxes on cigarettes, 
alcohol, and gambling revenues (Cnossen, 2005; Studlar, 2002; OECD, 2006).

A relatively recent innovation in the use of a tax as a policy instrument is 
the user charge. Instead of motivating behaviour by rewarding it through subsidy 
or requiring it through regulations, the government imposes a “price” on certain 
behaviours that those undertaking them must pay. The price may be seen as a 
financial penalty intended to discourage the targeted behaviour. User charges are 
most commonly used to control negative externalities. An example from the area 
of pollution control is that of user charges on pollution, known as effluent charges 
(Sproule-Jones, 1994; Zeckhauser, 1981). Reducing pollution has costs, the mar-
ginal rate of which tends to increase with each additional unit of reduction. If a 
charge is levied on effluent discharge, the polluter will keep reducing its level of 
pollution to the point at which it becomes more expensive to reduce pollution 
than simply to pay the effluent charge. In theory at least, the polluter will thus be 
constantly seeking ways to minimize its charges by cutting back on the level of 
pollution it discharges.5

Taxes and user charges offer numerous advantages as policy instruments. 
First, they are easy to establish from an administrative standpoint. Second, taxes 
and user charges provide continuing financial incentives to reduce undesirable 
activities. Third, user charges promote innovation by motivating a search for 
cheaper alternatives. Fourth, they are flexible, since the government can adjust 
rates until the desired amount of the target activity occurs. Finally, they are desir-
able on administrative grounds because the responsibility for reducing the target 
activities is left to individuals and firms, which reduces the need for bureaucratic 
enforcement machinery.
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These opportunities must be weighed against the disadvantages of employ-
ing taxes and user charges. First, they require precise and accurate information 
in order to set the correct level of taxes or charges to elicit desired behaviour. 
Second, during the process of experimentation to arrive at optimum charges, re-
sources may be misallocated. Third, they are not effective in times of crisis when 
an immediate response is required. Finally, they can involve cumbersome and 
possibly damaging administration costs if their rates are not set properly and they 
encourage evasive behaviour (e.g., smuggling) on the part of their targets, as oc-
curred in the smoking example cited above.

Funding for Advocacy, Interest Groups, and Think Tanks
A prominent procedural tool in this category is advocacy funding. As public choice 
theorists have pointed out, interest groups do not arise spontaneously to press for 
certain policy solutions to ongoing problems, but rather require active personnel, 
organizational competence, and, above all, funding if they are to exert influence 
in the policy subsystem. While different countries have different patterns and 
sources of advocacy funding, governments play a large role in this activity in all 
democratic states (Maloney et al., 1994).

In some countries, including the US, funding for interest group creation 
and ongoing expenses tends to come from private-sector actors, especially phil-
anthropic trust funds and private companies, but governments facilitate this 
through favourable tax treatment for estates, charitable trusts, and corporate do-
nations (Nownes & Neeley, 1996; Nownes, 1995). These private foundations then 
partner with governments in certain policy areas, such as social service delivery 
(Knott & McCarthy, 2007). The magnitude of public funding can influence non-
profit organization governance, insulating their policies from societal preferences 
when these diverge from those of government (Guo, 2007). Similar dynamics 
have been noted for research and communication grants made by governments to 
interest groups and think tanks (Rich, 2004; Lowry, 1999).

In other countries, including Canada and Australia, the state plays a much 
greater role in providing direct financing for interest groups in specific areas 
where the government wishes to see such groups operate, or become more active 
(Pal, 1993a; Phillips, 1991a; Pross & Stewart, 1993; Finkle et al., 1994). And, of 
course, in corporatist countries in continental Europe, states not only facilitate 
interest group activities through financial means, but also through the extension 
of special recognition and associational rights to specific industry and labour 
groups, providing them with a monopoly or near-monopoly on representation. 
(Jordan & Maloney, 1998; Schmitter, 1977, 1985).

Like many other procedural instruments, alteration of the advocacy system 
through the use of financial or treasure-based instruments involves some risks. 
Although it may be useful for government to build social capacity in these areas 
of interest group activity in order to obtain better information on social needs and 
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wants, this kind of “boundary-spanning” activity also can result in the co-optation 
or even emasculation of bona fide interests (Young & Everitt, 2004). In addition, 
it can bring about a significant distortion of the overall system of interest articula-
tion if only certain groups receive funding (Saward, 1990, 1992; Cardozo, 1996).

Organization-Based Policy Tools

Direct Provision
In analyzing the more exotic instruments employed by governments, we tend to 
forget the basic and widely used public policy instrument of direct action by the 
public sector. Most public policy involves bureaucratic action, a reality that can 
be overshadowed by the rhetoric on government reinvention whereby govern-
ments are expected to rely on private initiative and public–private partnerships 
(Olsen, 2005; Mayntz, 1979). Instead of waiting for the private sector to do some-
thing or regulating non-governmental performance, government often performs 
the task itself, delivering goods and services directly through government employ-
ees, funded from the public treasury (Leman, 1989: 54; Leman, 2002; Mayntz, 
1979; Devas et al., 2001). Much of the policy output of government is delivered 
by government and its bureaucracy, including national defence, diplomatic re-
lations, policing, firefighting, social security, education, management of public 
lands, maintenance of parks and roads, public health services, and census and 
geological surveys.

Direct provision offers three main advantages (Leman, 1989: 60). First, direct 
provision is easy to establish because of its low information requirements—there 
is no need to ascertain the preferences of non-government actors. Second, the 
large size of public agencies usually involved in direct provision enables them to 
enlist established resources, skills, and information to offer cost-effective project 
delivery. Adding a new task to a bureaucracy with existing know-how can often 
be done for far less than contracting outside provision. Third, direct provision 
avoids many problems associated with indirect provision—discussion, negotia-
tions, and regulatory concerns with noncompliance—that can lead governments 
to pay more attention to enforcing terms of grants and contracts than to results.

The disadvantages of direct provision also can be significant. While in 
theory a government can do everything that the private sector can, in practice 
this may not be the case. Bureaucratic program delivery is often characterized 
by inflexibility, something that is unavoidable in liberal democracies, which 
value accountability and the rule of law, meaning that governments must 
follow time-consuming budgeting and appointment requirements.  Second, 
political control over the agencies and officials involved in providing goods 
and services may, and often does, promote political meddling to strengthen 
a government’s re-election prospects or address other political needs of the 
moment rather than to serve the public as a whole. Political control also may 
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lead to incoherent directives to agencies delivering goods and services because 
of the contradictory pressures that beset governments. Third, since bureau-
cratic agencies are not subject to competition, they are often not sufficiently 
cost-conscious, for which the taxpayers ultimately pay. Fourth, the delivery of 
programs may suffer because of inter- and intra-agency conflicts within the 
government (Bovens et al., 2001).

Public Enterprises
Also known as state-owned enterprises, Crown corporations, or parastatal orga-
nizations, public enterprises are entities totally or partially owned by the state but 
yet enjoying some degree of autonomy from the government. There is no univer-
sally accepted definition of a public enterprise, which explains why governments 
often do not maintain a list of the enterprises they own. The main problem is 
determining how public an enterprise must be in order to qualify as a “public” 
enterprise. At one extreme, with only a small government share of ownership, a 
firm may resemble a private enterprise, and at the other, with close to 100 per 
cent government equity ownership, an enterprise may appear no different from 
a bureaucratic agency (Stanton & Moe, 2002). Examples of such confusion can 
be found in Amtrak, the United States’ national passenger rail service provider, 
which was incorporated as a for-profit corporation in the District of Columbia 
but has received well over $30 billion in federal grants to cover the difference 
between its revenues and costs since 1971 (Perl & Dunn, 1997). The US Cor-
poration for Public Broadcasting’s motto, “A private corporation funded by the 
American people,” echoes this ambiguity.

However, three broad generalizations can be made about public enterprises 
(Ahroni, 1986: 6). First, they involve a large degree of public ownership. Analysts 
often use a minimum 51 per cent government ownership threshold to classify a 
firm as being a public enterprise, since this ensures government control of the 
company’s board of directors. However, in large corporations with widely held 
stock, a much smaller percentage would be sufficient to appoint the controlling 
interest on a board. The term “mixed enterprise” is used to describe a category 
of firms owned jointly by government and the private sector. Second, public en-
terprises entail some control over management by the government. Passive public 
ownership of an enterprise that operates entirely free from government control 
does not constitute a public enterprise. Hybrid “special operating agencies” or 
“public authorities” created in many countries in recent years to operate specific 
services such as airports, harbours, and water or electrical power utilities are not 
traditional public enterprises in that governments usually do not directly control 
their boards of directors (Advani & Borins, 2001; Kickert, 2001; Walsh, 1978). 
Third, public enterprises produce goods and services that are sold, unlike public 
goods such as defence or street lighting for which those receiving the services do 
not pay directly but rather through taxation.
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Public enterprises provide governments with four advantages among 
 organization-based policy instruments (Mitnick, 1980: 407). First, they are an 
efficient economic development tool in situations where a good or service neces-
sary to productive activity is not being provided by the private sector because of 
high capital costs or low expected profits. Examples include rural electrification 
and internet access to smaller communities. Second, as with direct provision, the 
information threshold required to launch public enterprises is often lower than 
that required by other means, such as voluntary instruments or regulation. It does 
not require information on the target activity or the goals and preferences of the 
targeted firms, because the government can act directly through the enterprise 
it owns. Third, public enterprises can simplify public management of a policy 
domain if extensive regulation already exists. Instead of building additional layers 
of regulation to enforce compliance with government aims, for instance, it might 
be desirable simply to establish a company that does so without the costs of fur-
ther regulation. Finally, profits from public enterprises may accrue to the public 
treasury, supporting public expenditures in other areas. A significant proportion 
of government revenue in Singapore, for example, comes from the profits of its 
public enterprises.

The disadvantages of public enterprises are no less significant. First, govern-
ments often find them difficult to control because managers can evade govern-
ment directives. Moreover, the ultimate shareholders (the voters themselves) are 
too diffuse, and their personal interest too distant, to exercise effective control 
over the company. Second, public enterprise can be inefficient in operation be-
cause continued losses do not lead to bankruptcy, as would occur in the private 
sector. Indeed, a large number consistently lose money, which is a major reason 
underlying recent efforts to privatize them in many countries (see Howlett & 
 Ramesh, 1993; Ikenberry, 1988). Without this market discipline, politicians find 
it hard to resist pressure from beneficiaries to keep public enterprise subsidies 
(and the below-cost goods and services they yield) flowing. Finally, many public 
enterprises, such as those delivering electricity and water, exercise a monopoly 
that enables passing the costs of their inefficiency on to consumers, just as a 
 private firm would do under such circumstances (Musolf, 1989).

Quangos
In recent years governments have been leery of creating new “traditional” forms 
of public enterprises and instead have turned to a variety of forms of what are 
known in Britain as “quasi-autonomous non-government organizations,” or quan-
gos (Flinders & McConnel, 1999; Hood, 1986). Quangos share many of the same 
characteristics as public enterprises but usually are more at arm’s length from 
government, functioning as quasi-independent, self-organizing actors (Chris-
tensen & Laegreid, 2003). They are only quasi-independent, however, because 
they often enjoy a government-granted monopoly—for example, over an airport’s 
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operation or delivery of a scholarship program (Advani & Borins, 2001; Aucoin, 
2006)—and their licence to do so can be revoked by the government.

Quangos have advantages for governments by making it possible to offload 
expensive or controversial areas of government activity to “local” authorities. This 
is also a disadvantage in that the ability of governments to control their activi-
ties becomes limited by such delegation, even though any resulting policy failure 
could cause significant expenses—politically as well as financially—for govern-
ments (Kickert, 2001; Koppell, 2003).

Partnerships
A hybrid form of market and governmental reorganization, the public–private 
partnership (PPP), has recently gained momentum despite, and in some cases 
spurred by, political conflicts over privatization and outsourcing of public ser-
vices (Linder, 1999). There are numerous different types of such partnerships. 
One trajectory for PPPs takes the form of contracting out the delivery of goods 
and services. However, some of these partnerships exist primarily to enhance the 
capacity of private-sector actors. NGOs, for instance, are sometimes delegated 
minor government tasks in order to receive funding, though the main purpose 
is to maintain their availability for consultation (Armstrong & Lenihan, 1999; 
Kernaghan, 1993).

Using partnerships to promote engagement between state and societal orga-
nizations raises questions of procedural and substantive equity. The criteria for 
including or excluding organizations in a partnership—the breadth of interests 
represented, and how specific individuals are designated as “representative”— 
can all affect the resulting partnership and its policy implications (Edelenbos & 
Klijn, 2006; Cook, 2002). It is also common for partnerships to include provisions 
that attribute profits to the private partner while the government assumes most 
of the risks.

Family, Community, and Voluntary Organizations
In all societies, relatives, friends, and neighbours, or family and community or-
ganizations, such as churches and charities, provide numerous goods and ser-
vices, and the government may take measures to expand their role in ways that 
serve its policy goals. The characteristic feature of this instrument type is that 
it entails no or little government involvement. Instead, the desired task is per-
formed on a voluntary basis by non-governmental actors. In some cases, however, 
governments must create the conditions under which voluntary actors operate 
(Phillips et al., 2001). In others, governments deliberately decide to do nothing (a 
“non-decision,” which will be discussed in Chapter 6) about a recognized public 
problem because they believe a solution is already being provided, or will be, by 
some societal actor. These services are often provided by NGOs operating on a 
voluntary basis in that their members are not compelled to perform a task by the 



162   ❖   Part II   |   The Policy Cycle

government. If they do something that serves public policy goals, it is for reasons 
of self- interest, ethics, or emotional gratification (Salamon, 1995; Salamon, 1987; 
Salamon, 2002c;  Dollery et al., 2003).6

Voluntary organizations produce “activities that are indeed voluntary in the 
dual sense of being free of [state] coercion and being free of the economic con-
straints of profitability and the distribution of profits” (Wuthnow, 1991: 7). Volun-
tary organizations providing health services, education, and food to the poor and 
temporary shelter for battered women and runaway children are prime examples 
of policy delivery that relies on voluntary choice. Voluntary groups that form to 
clean up beaches, riverbanks, and highways are other examples. Charitable, not-
for-profit groups, often faith-based, used to be the primary means of fulfilling 
the basic needs of those who could not provide for themselves, but over the last 
century the expansion of the welfare state gradually diminished their importance.

Even so, they are still a widely used means of addressing social problems 
today. In fact, in the US, often seen as the archetype of an individualist mate-
rialistic society, the non-profit voluntary sector delivers more services than the 
government itself (Salamon, 1987: 31). In recent years, the US government has 
encouraged faith-based organizations to play a larger role in program delivery, 
with implications for the relationship between governments, markets, and reli-
gion that are yet to be well understood (Hula et al., 2007).7

In theory, voluntary organizations are an efficient means of delivering most 
economic and social services. If it were feasible, it would obviously be cost effi-
cient to provide social security or health and education services or build dams and 
roads on the basis of voluntary efforts of individuals. For example, local communi-
ties supplied volunteer labour to maintain the roads of eighteenth-century France 
and nineteenth-century America (Cavaillès, 1946: 70–1; Lane, 1950). Voluntary 
organizations also offer flexibility, speedy response time, and the opportunity for 
experimentation that are rarely matched by government departments (Johnson, 
1987: 114). They often beat government to the scene of natural disasters, provid-
ing initial assistance to the victims (Mitchell, 2001). Another beneficial spillover 
is their positive contribution to promoting community spirit, social solidarity or 
cohesion, and political participation (Putnam, 1995a, 1995b, 1996, 2000, 2001).

However, practical circumstances severely limit the usefulness of voluntary 
organizations. Because they often lack the hierarchy of a formal bureaucracy, vol-
untary organizations demand considerable time and energy to keep their deliber-
ative processes functioning. Oscar Wilde famously pinpointed the draw-back of 
such arrangements when he said that “[t]he only problem with socialism is that 
it takes up too many evenings” (Sampson, 1991: 16). But when voluntary groups 
emulate bureaucracy’s administrative specialization and chain of command, they 
can easily lose their democratic character and function as unaccountable oligar-
chies (Jonsson & Zakrisson, 2005). Furthermore, voluntary efforts are largely in-
applicable to many economic problems, such as the promotion of technological 
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innovation and enhanced productivity. Financing arrangements can exacerbate 
the administrative challenges faced by voluntary associations. Government con-
tracts impose heavy performance and reporting burdens that strain administra-
tive capacity, and can erode program delivery as resources are reallocated to meet 
these managerial imperatives (Phillips & Levasseur, 2004)

Using the family as a policy tool has some additional disadvantages. It may 
be inequitable because many individuals do not have anyone, or anyone with 
the financial resources, physical ability, or emotional commitment, to look after 
them. It is similarly inequitable for the caregivers. In most societies, women tend 
to be the main care providers, a role increasingly difficult to perform because of 
increasing female participation in the workforce. As such, family and community 
instruments can often be relied on only as adjuncts to other instruments needed 
to address the pressing social problems of our times.

Co-Production
A similar tool to voluntary provision is “co-production.” Co-production is inti-
mately linked with the idea of “self-service” provision (Mizrahi, 2012) or the use 
of combinations of state and non-state actors to produce or inform public service 
delivery (Alford, 1998; Pestoff, 2006; Osborne, 2006; Voorberg et al., 2014). The 
idea of co-production can be traced back to Elinor Ostrom’s (1973) study of the 
Chicago police force and her theory on polycentric governance (Ostrom, 1996). 
In the US, these ideas generated interest among public administration scholars 
in the 1970s and the 1980s (Parks et al., 1999; Brandsen & Pestoff, 2006) and 
experienced a revival in the decades after the turn of the century (Pestoff et al., 
2012). The idea has, since, been picked up and studied by some scholars around 
the world (e.g., Whitaker, 1980; Parks et al., 1981; Ostrom, 1996; Alford, 2002; 
Brandsen & Pestoff, 2006; Prentice 2006; Bovaird 2007; Pestoff & Brandsen 
2009; Pestoff, Brandsen, & Verschuere 2012).

Originally, co-production was narrowly defined as the “involvement of 
 citizens, clients, consumers, volunteers and/or community organizations in pro-
ducing public services as well as consuming or otherwise benefiting from them” 
(Alford, 1998: 128). In early studies of activities such as parent–teacher interac-
tions in childhood education in Scandinavia, this involvement in co- production 
activity was typically voluntary, meaning it existed as a positive externality 
reducing production and delivery costs of public services. This made it very 
attractive to governments seeking cost reductions in public service delivery, es-
pecially ones favourable to notions of “social enterprise” and enhanced commu-
nity participation as ends or goods in themselves (Parks et al., 1981; Salamon, 
1981, 1987).

Although co-production emerged as a concept that emphasized citizens’ en-
gagement in policy design and delivery, its meaning has evolved in recent years to 
include both individuals (i.e., citizens and quasi-professionals) and organizations 
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(citizen groups, associations, non-profit organizations) collaborating with govern-
ment agencies (Alford, 1998; Poocharoen & Ting, 2015).

This broader and more complex definition of co-production is now common. 
Co-production can be thought of and empirically traced as both a managerial 
device that enriches provision of public or private services, and also as a set of 
policy tools that can offset or replace the use of other means such as public orga-
nizations (i.e., the state) or private contracts (i.e., the market) in goods and service 
delivery through enhancing and facilitating citizen-based provision of those goods 
and services.

Market Creation
By far the most important, and contentious, type of policy instrument is the market 
organization. The voluntary interaction between consumers and producers, with the 
former seeking to buy as much as they can with their limited funds and the latter 
searching for highest possible profits, can usually be expected to yield outcomes that 
satisfy both. In theory at least, while the primary motive on the part of both sides is 
self-interest, the society as a whole gains from their interaction because whatever is 
wanted (backed by the ability to pay) by the society is provided at the lowest price. 
Theoretically, then, those wanting even such critical goods as health care or educa-
tion can simply buy the services from hospitals and schools operating for profit.

Markets exist when there is both scarcity of and a demand for particular 
goods or services. But government action is required both to create and to support 
market exchange. This is accomplished by securing the rights of buyers and sell-
ers to receive and exchange property through the establishment and maintenance 
of property rights and contracts through the courts, police, and quasi-judicial sys-
tems of consumer and investor protection. Even so-called “black,” “grey,” or other 
types of illegal or quasi-legal markets for commodities or services, such as illegal 
drugs or prostitution, owe their existence to governments that ban the production 
and sale of these goods or services, thereby creating shortages that produce high 
rates of return for those willing to risk punishment for their provision. Govern-
ments can use a variety of regulatory, financial, and information-based tools to af-
fect market activities. However, they use their organizational resources to create 
markets (Averch, 1990; Cantor et al., 1992).

One way this can be done is by creating property rights through government 
licensing schemes. Based on the assumption that the market is often the most ef-
ficient means of allocating resources, property-rights auctions by the government 
establish markets in situations where they do not exist. The market is created by 
setting a fixed quantity of transferable rights to consume a designated resource, 
which has the effect of creating an artificial scarcity of a public good and enabling 
the price mechanism to work. The resource can be communal radio, television, or 
cellphone frequencies, oil wells, or fish stocks—anything that would not be scarce 
in the short term unless the government acted to limit its supply (Sunnevag, 2000).
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Many countries have proposed controlling dangerous pollutants in this man-
ner (Bolom, 2000), and market creation has been a feature of international envi-
ronmental agreements, such as the Kyoto Protocol on greenhouse gases. In these 
schemes, the government is expected to set the total amount of the pollutant that 
will be permitted and then, through periodic auctions, sell rights to discharge 
amounts below this level. This means that firms intending to use or generate 
a pollutant in their activities must buy the right to do so. Those with cheaper 
alternatives will avoid using or generating the pollutant because of the extra 
cost. Manufacturers for whom there is no cheap alternative will pay for pollution 
rights. However, they remain under cost pressure to search for alternatives.

The advantage of auctioning such rights is that it restricts the use of specific 
goods while still making them available to those without alternatives. If the same 
goal were pursued through regulation, the government would have to determine 
access rules, a difficult task because of the high information costs involved. In 
the case of auctions, in theory the decision will be made by the market according 
to the forces of demand and (government-controlled) supply.

One advantage of auctions of property rights to establish markets is that 
they are easy to conduct (Cantor et al., 1992). The government, based on what it 
considers the maximum amount of a good or service that should be permitted, 
fixes the ceiling and then lets the market do the rest. Second, they are flexi-
ble, allowing the government discretion to vary the ceiling whenever it wants. 
 Property-rights auctions also allow the subjects to adjust their behaviour accord-
ing to changes in their circumstances, such as with respect to development of 
cost-saving  technology, without requiring a corresponding change in the govern-
ment’s policy or instrument. Third, auctions offer the certainty that only a fixed 
amount of a particular activity occurs, something not possible with other volun-
tary or mixed instruments. Moreover, auctions are, of course, a highly lucrative 
source of revenue for the government.

One of the disadvantages of auctions is that they may encourage speculation, 
with speculators inflating prices and hoarding all rights by bidding high, thereby 
erecting entry barriers to small firms or consumers. Second, it is often the case 
that those who cannot buy the rights, because none may be available for sale, will 
be forced to cheat, whereas in the case of user charges or subsidies they would 
have an alternative, albeit often at a high price. This can result in high enforce-
ment costs if grey or black markets are to be avoided (Marion & Muehlegger, 
2007). Third, auctions are inequitable to the extent that they allocate resources 
according to ability to pay, rather than need, and can generate fierce opposition 
from those affected because of the extra costs they must bear in buying the right 
(Woerdman, 2000; Kagel & Levin, 2002). Thus, rich families in Singapore buy 
more than one car, while those who really need one, for example to start up a 
business or take children to school, may not be able to buy a vehicle if they do not 
have the additional money required to purchase the Certificate of Entitlement.



166   ❖   Part II   |   The Policy Cycle

Another way that governments can create or enhance markets is through the 
privatization of public enterprises, especially if those enterprises had previously 
exercised a state-sponsored monopoly or near-monopoly on the production or dis-
tribution, or both, of a particular good or service. Privatization can be carried 
out in numerous ways, from issuing shares to all citizens, to the simple transfer 
of state shares to community organizations or their sale on public exchanges. In 
all cases, this amounts to the transfer of a public enterprise to the private sector 
and the transformation of the goal of the enterprise from public service provision 
to maximization of shareholder value. In addition, it usually involves the signal, 
either overt or covert, that new firms will be able to enter into the market formerly 
served by the state-owned company, allowing for the creation of a competitive 
market for that particular good or service (Starr, 1989).

Although some scholars see privatization as a panacea, capable at one stroke 
of eliminating corrupt or inefficient public-sector providers and replacing them 
with more efficient private-sector ones, others point out that this is not always 
the case (Donahue, 1989). In many Eastern European post-socialist countries, for 
example, large-scale and largely uncontrolled privatizations resulted in many in-
stances of massive layoffs and plant closures, with severe economic consequences 
for affected families, communities, and regions. In others, such as Russia, where 
securities markets were not well developed, plants were simply transferred to their 
managers, who in many cases were able to reap windfall profits from their sale. It is 
also the case, as welfare economists have argued, that some industries have econo-
mies of scale that allow large firms to maintain their monopolistic position, regard-
less of whether they are owned by governments or private investors. Privatization 
of such firms merely transfers monopoly profits from the public sector, where they 
can be used to finance additional public services, to the private sector, where they 
are often used for personal luxury consumption (Beesley, 1992; Bos, 1991; Dona-
hue, 1989; Le Grand & Robinson, 1984; MacAvoy et al., 1989; Starr, 1990a).

In Western countries with much smaller numbers of public enterprises, a 
more common form of privatization has involved contracting out government ser-
vices, that is, the transfer of various kinds of goods and services formerly provided 
“in-house” by government employees to “outsourced” private firms (Kelman, 
2002; DeHoog & Salamon, 2002). Again, while some see any transfer of service 
provision from the state to the private sector as an inherent welfare gain, others 
note that in many cases the same employees end up being hired by the new 
service provider to provide the same service, but at less pay, while others have 
noted that the costs to administrators of establishing, monitoring, and enforc-
ing contracts often cancels out any cost savings (see Lane, 2001; Ascher, 1987; 
 Grimshaw et al., 2001; Donahue & Zeckhauser, 2006; Zarco-Jasso, 2005).

A much discussed but little used form of government market creation re-
lies on vouchers. These government-issued certificates have a monetary face 
value that consumers can use to acquire a particular good or service from their 
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preferred supplier, who in turn presents the voucher for redemption. Vouchers 
allow consumers to exercise relatively free choice in the marketplace, but only for 
specific types or quantities of goods. They are common in wartime as a means 
to ration supplies of various goods, and have also been used in peacetime in 
schemes such as food stamps for the poor. This promotes competition among 
suppliers, which arguably improves quality and reduces costs to the government. 
However, vouchers can also disrupt established patterns of public service provi-
sion. Their proposed use in education, for example, may force schools to compete 
against each other for students, which can lead to greater inequities in service 
provision between wealthy and impoverished school districts (Valkama & Bailey, 
2001; Steuerle & Twombly, 2002). Vouchers can also be issued to producers to 
ration access to limited natural resources (e.g., fish stocks) by market mechanisms 
(Townsend et al., 2006). Other similar instruments exist, such as the provision of 
government insurance, which allows some activities to take place that otherwise 
might not occur because of the costs associated with failure or because of their 
risky nature (Feldman, 2002; Katzman, 1988; Moss, 2002; Stanton, 2002).

Establishing markets can be a highly recommended instrument in certain 
circumstances (Averch, 1990; OECD, 1993; Hula, 1988). It is an effective and 
efficient means of providing most private goods and can ensure that resources 
are devoted only to those goods and services valued by the society, as reflected 
in the individual’s willingness to pay. It also ensures that if there is meaningful 
competition among suppliers, then valued goods and services are supplied at the 
lowest possible price. Since most goods and services sought by the population 
are of a private nature, governments in capitalist societies rely extensively on the 
market instrument.

In many situations, however, the market may be an inappropriate instrument 
(Kuttner, 1997). As we saw in Chapter 2, markets cannot adequately provide pub-
lic goods, precisely the sort of things most public policies involve. Thus, markets 
cannot be used for providing defence, policing, street lights, and other similar 
goods and services valued by society. Markets also experience difficulties in pro-
viding various kinds of toll goods and common-pool goods8 because of difficulties 
involved in charging consumers for these kinds of products. The market is also 
a highly inequitable instrument because it meets the needs of only those with 
the ability to pay. In a purely market-based system of health care delivery, for 
example, a rich person with money can have a wish for cosmetic surgery fulfilled, 
while a poor person suffering from kidney failure will not receive treatment. It is 
not surprising that the market, in such situations, faces tough political opposition 
in democratic societies otherwise structured along more egalitarian principles.

A “free market” in the true sense of the term is therefore almost never used 
as a policy instrument in practice. When a government does resort to this in-
strument to address a public problem, it is usually accompanied by other instru-
ments, such as regulation to protect consumers, investors, and workers; it is also 
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accompanied frequently by subsidies intended to further promote the desired ac-
tivity (Cantor et al., 1992). Thus, the voluntarism embodied by markets is relative 
rather than absolute.

Government (Re)organizations
The foremost example of such an instrument in a procedural sense is institutional 
reorganization whereby governments seek to affect policy processes by reorganiz-
ing the structures or processes through which they perform a function (Peters, 
1992b; Carver, 2001). Reorganizations can involve the creation of new agencies or 
the reconfiguration of existing ones. One popular technique for such purposes is 
ministerial reorganization. Some of these alterations can occur accidentally or as 
a by-product of organizational changes in government machinery brought about 
for other reasons, such as electoral or partisan ones. Since “there is no agreed nor-
mative basis for organizing government,” the political, policy, and administrative 
priorities and pressures of the day provide disparate points of departure for prime 
ministers and presidents considering what, if anything, to do about their govern-
ment’s organization (Davis et al., 1999: 42).

Intentional organizational change to the basic structures or personnel of gov-
ernment departments and agencies has become an increasingly significant aspect 
of modern policy-making (Lindquist, 1992; Aucoin, 1997; Bertelli & Feldmann, 
2007; March & Olson, 1996). This can involve changes in the relationships be-
tween departments and central coordinating agencies, or between departments, 
or within ministries. In the first instance, ministries can be given greater auton-
omy and capacity to set their own direction, or they can be brought into tighter 
control by central executive agencies (Smith et al., 1993). Proposals over how 
far, and in what direction, to go with government reorganization can depend on 
how those pursuing a particular policy agenda judge the existing organizational 
arrangements will serve their substantive preferences, as compared to some orga-
nizational alternative (McCubbins et al., 1987, 1989).

However, there are limits to such reorganizations. First, they can be expen-
sive and time consuming. Second, if they occur too frequently, their impact can 
be much dissipated. Third, constitutional or jurisdictional factors may limit the 
kinds of activities that specific governments can take and the fashion in which 
they can do so (Gilmore & Krantz, 1991).

The Formulation Challenge: Mixing and Bundling 
Policy Tools
Most older literature on policy tools focused on single instrument choices and 
designs (Tupper & Doern, 1981; Salamon, 1989; Trebilcock & Prichard, 1983), 
and these studies provide only limited insights into the complex arrangements 
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of multiple policy instruments that are commonly found in all contemporary 
policy fields (Jordan et al., 2011 and 2012; Givoni, 2013). Many significant 
issues related to how tools are bundled and evolve over time affect the pro-
pensity for designs to avoid the twin shoals of over- and under-reacting to 
problems (Maor, 2012;  Howlett & Rayner, 2007) while incorporating better 
knowledge (del Rio, 2010; LePlay & Thoyer, 2011; Grabosky, 1995; Justen 
et al., 2013b).

Choosing and advocating policy tools becomes more complex when mul-
tiple goals and multiple policies are involved, as is very common in many 
policy-making situations (Doremus, 2003; Jordan et al., 2012; Howlett et al., 
2009). These latter kinds of multi-policy, multi-goal and multi-instrument 
mixes—what Milkman et al. (2012) call “policy bundles,” Chapman (2003) and 
Hennicke (2004) call a “policy mix” and Givoni et al. (2012) call “policy pack-
ages”—are examples of complex portfolios of tools. These mixes typically in-
volve much more than functional logics linking tools to a goal but also deal with 
ideological or even “aesthetic” preferences in tool choices and goal articulation 
(Beland & Wadden, 2012; Williams & Balaz, 1999). This makes their design 
especially problematic (Peters, 2005; Givoni, 2013; Givoni et al., 2012). Ideally, 
the focus should move from the design of specific instruments to the appropri-
ate design of instrument mixes, but this is difficult when instruments belong 
to different territorial/administrative levels, adding a “vertical” dimension to 
policy (see Figure 5.3).

In this model, mixes can be seen to range from the simplest type, when 
multiple tools are an issue (Type I), to the most complex multi-level, multi-policy, 
multi-goal type (Type VIII). Four of these eight types are “instrument mixes,” 
which involve single policy contexts (Types I, II, V, and VI) and therefore are less 
complex than their multi-policy counterparts (Types III, VII, and VIII), which 
can be termed “policy mixes.”

Figure 5.3 Basic Typology of Portfolio Designs
Dimension Types of Policy Tools

I II III IV V VI VII VIII

Multi-Level No No No No Yes Yes Yes Yes

Multi- Policy No No Yes Yes No No Yes Yes

Multi-Goal No Yes No Yes No Yes No Yes

Simple 
Single- 
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Tools 
Mix

Complex 
Single- 
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Tools 
Mix

Simple 
Single-  
Level 
Policy 
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Complex 
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Are all these eight types equally likely to occur? Although much of the lit-
erature seems to suggest that Type I situations are the norm, empirical studies 
suggest this is not the case (Howlett et al., 2006; Hosseus & Pal, 1997) and that 
more complex design spaces and hence policy portfolios are both commonplace 
and growing. Factors such as the administrative and legislative arrangements 
present in federal and non-federal systems affect the likelihood of appearance 
of multi-governmental mixes (Howlett, 1999; Bolleyer & Borzel, 2010), while in-
creasing efforts to promote collaborative or horizontal governance arrangements, 
for example, will affect the number of multi-sectoral and multi-policy situations 
that exist (Peters, 1998; Koppenjan et al., 2009).

Actors in Policy Formulation
Another analytical focus on this stage of policy-making examines the actors involved 
in policy formulation, how they are organized and how they operate. The style and 
substance of advice provided to decision-makers turns out to be connected to the 
experts employed to advise governments, and the ways that their work is organized.

Policy Advisors and Policy Advisory Systems

Given the range of actors who participate in policy formulation, it is not surprising 
that it is a highly diffuse and disjointed process that is hard to track. Nevertheless, 
most policy formulation processes do share certain characteristics that emerge 
in empirical case studies and help to illuminate the role of actors behind policy 
design. First, formulation is not usually limited to one set of actors (Sabatier & 
Jenkins-Smith, 1993). Formulation may also proceed without a clear definition of 
the problem to be addressed (Weber & Khademian, 2008) and may occur over a 
long period of time in “rounds” of formulation and reformulation of policy prob-
lems and solutions (Teisman, 2000). And while formulators often search for win-
win solutions, it is often the case that the costs and benefits of different options 
fall disproportionately on different actors (Wilson, 1974). This implies, as Linder 
and Peters, among others, have suggested, that the capability of policy designs to 
be realized in practice depends upon many political as well as technical variables. 
However, this does not imply that policy design is impossible or a fruitless effort, 
simply that it must be recognized that some designs may prove impossible to adopt 
under particular political contexts and that the adoption of any design will be a 
fraught and contingent process as various types of policy actors attempt to con-
struct and champion their preferred policy alternatives (Dryzek 1983).

Politicians situated in authoritative decision-making positions ultimately “make” 
public policy. However, they do so most often by following the advice provided to 
them by civil servants and others whom they trust or rely upon to provide expert opin-
ion on the merits and demerits of the proposals put before them (Heinrichs, 2005; 
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MacRae, & Whittington, 1997). It is useful to think of advisors as being arranged in 
an overall “policy advisory system” that will differ slightly across subsystems.

Recent studies of advice systems in countries such as New Zealand,  Israel, 
Canada, and Australia have developed the idea that government decision- 
makers sit at the centre of a complex web of policy advisors (Dobuzinskis, 
Howlett, & Laycock, 2007; Maley, 2000; Peled, 2002; Eichbaum & Shaw, 
2007) that includes both “traditional” political advisors in government as well 
as non-governmental actors in NGOs, think tanks, and other similar organiza-
tions; this also includes less formal or professional forms of advice from col-
leagues, friends and relatives, members of the public, and political parties, 
among others. As Anderson (1996) noted, “a healthy policy research commu-
nity outside government can play a vital role in enriching public understanding 
and debate of policy issues, and it serves as a natural complement to policy 
capacity within government.”

Understanding the nature of policy formulation and design activities in dif-
ferent analytical contexts involves discerning how the policy advice system is 
structured and operated in the specific sector of policy activity under examina-
tion (Brint, 1990; Page, 2010). At their most basic, policy advice systems can be 
thought of as part of the knowledge utilization system of government, itself a 
kind of marketplace for policy ideas and information, comprising three separate 
components: a supply of policy advice, its demand on the part of decision-makers, 
and a set of brokers whose role it is to match supply and demand in any given con-
juncture (Lindquist, 1998; Brint, 1990). That is, these systems can be thought of 
as arrayed into three general “sets” of analytical activities and participants linked 
to the positions actors hold in the “market” for policy advice.

The first set of actors is composed of “proximate decision-makers” who act as 
consumers of policy analysis and advice—that is, those with actual authority to 
make policy decisions, including cabinets and executives as well as parliaments, 
legislatures and congresses, and senior administrators and officials delegated 
decision-making powers by those other bodies. The second set is composed of 
those “knowledge producers” located in academia, statistical agencies, and re-
search institutes who provide the basic scientific, economic, and social scientific 
data upon which analyses are often based and decisions made. The third set 
is composed of those “knowledge brokers” who serve as intermediaries between 
the knowledge generators and proximate decision-makers, repackaging data 
and information into usable form (Page, 2010; Lindvall, 2009). These include, 
among others, permanent specialized research staff inside government as well 
as their temporary equivalents in commissions and task forces, and a large group 
of non-governmental specialists associated with think tanks and interest groups. 
Although often thought of as “knowledge suppliers,” policy advisors almost by 
definition operate in the brokerage space of the subsystem (Verschuere, 2009; 
Lindvall, 2009; Howlett & Newman 2010).
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The exact configuration of an advisory system can vary not only temporally, 
but also spatially, by jurisdiction, especially by nation-state, and, somewhat less 
so, by policy issue or sector (Prince, 1983; Wollman, 1989; Hawke, 1983; Rochet 
2004). This helps to explain why different styles of policy analysis and formulation 
can be found in different policy fields (Mayer, Bots, & van Daalen, 2004; Thissen 
& Twaalfhoven, 2001), since these can be linked to larger patterns of institu-
tional structures that condition the behaviour of political actors and knowledge 
suppliers that, in turn, influence how policy advice is generated and deployed 
(Peled, 2002; Howlett & Lindquist, 2004; Bevir & Rhodes, 2001; Bevir, Rhodes, 
& Weller, 2003; Aberbach & Rockman, 1989; Bennett & McPhail, 1992).

In general, four distinct “communities” of policy advisors can be identified 
within any policy advice system depending on their location inside or outside 
of government, and by how closely they operate to decision-makers: core actors, 
public-sector insiders, private-sector insiders, and outsiders (see Figure 5.4).

Instrument Constituencies

While it is debatable whether a strict separation of political and technical advice 
was ever the case in most policy subsystems, it is now clear that the supply of 
technical advice is no longer, if it ever was, a monopoly of governments. Multi-
ple sources of policy advice exist across the different policy activities in which 
governments are engaged. When it comes to policy formulation, however, these 
actors often engage in coalitions that allow them to participate in policy-making 
collectively rather than individually.

Figure 5.4 Four Communities of Policy Advisors
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As pointed out in the previous chapter on agenda-setting, Voss and Simons 
and their colleagues identified specific groups of advisors advocating for specific 
kinds of options acting together as an “instrument constituency” in order to better 
promote their preferred means of public problem-solving (Voss & Simons, 2014; 
Mann & Simons, 2014; Palier, 2007). In a series of studies on the emergence of 
various trading schemes in the area of environmental policy (Voss & Simons, 2014; 
Mann & Simons 2014), they observed that members of instrument constituencies 
were distinct and stayed united because of their common “fidelity” not to a politi-
cal agenda or problem definition but rather to promoting a particular instrument or 
combination of instruments as a superior technique of public governance.

Instrument constituencies are defined as “networks of heterogeneous actors” 
from across the worlds of academia, policy consulting, public policy and admin-
istration, business, and civil society. Connections between these practices evolve 
from interactions in articulating, developing, disseminating, and implementing a 
particular policy instrument. As Voss and Simons note, “As actors reflexively pur-
sue the management of interdependencies emerging from their joint engagement 
with an instrument, they mutually enrol each other for the realization of partic-
ular versions of the instrument according to the specific expectations that they 
attach to it” (Voss & Simons, 2014). Understanding the ideas and experiences 
that members of instrument constituencies bring to policy formulation, and the 
contexts within which they operate, can help explain why some options gain con-
siderable attention while others are ignored although, again, it must be stressed 
that this will vary from context to context.

Modelling Policy Formulation

The multi-element composition of a policy, the multi-dimensional nature of policy 
mixes and the multiple nature and sources of policy advice are phenomena that 
make policy formulation challenging, both in theory and in practice (Leutz, 1999; 
Justen et al., 2013a, 2013b). Even in simple circumstances the situation is more com-
plex and nuanced than is normally depicted in the existing policy literature (Howlett 
et al., 2018; Mandell, 2008; Howlett & Rayner, 2013; del Rio, 2014).

These intricate policy mixes inherently involve interactions between the dif-
ferent instruments of which they are composed, in the form of either conflicts or 
synergies. Mitigating the conflicts and encouraging synergies within these instru-
ment mixes through effective policy design is a fundamental challenge for policy 
designers, one that is not always overcome in policy formulation processes in which 
political imperatives can prove to be as significant as technical ones, if not more so.

What type of regime exists in a given sector or issue area is of major significance 
in understanding the dynamics of policy formulation within that subsystem (Thomp-
son, 2003), from structuring policy advice to informing considerations and determi-
nations of what is feasible and what is not. Which policy options on the institutional 
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agenda will be considered seriously for adoption, the types of solutions or options 
thought to be feasible for resolving policy problems, and the kinds of instruments 
selected to address them are largely a function of the nature and motivation of key 
actors arrayed in policy subsystems and the ideas that they hold (Howlett, 2002).

Similarly, capacity is important. High levels of capacity are linked to superior 
policy outputs and outcomes while capacity deficits are viewed as a major cause 
of policy failure and suboptimal outcomes (Bullock, 2001; Canadian Govern-
ment, 1996; Fukuyama, 2014).

Conclusion: Policy Formulation—
Opening up the Black Box
Studies of policy formulation in the policy sciences are not as advanced as those 
of agenda-setting or, as we shall see in subsequent chapters, as they are in studies 
of decision-making, policy implementation or policy evaluation. In most cases, 
this is because much of the actual work in policy formulation takes place behind 
the scenes in the confines of the bureaucracy and executive offices often with 
strict measures in place to ensure secrecy and confidentiality.

While this is beginning to change, and new studies and handbooks have 
emerged that grapple with these issues (Howlett & Mukherjee, 2017), there is 
still work to do before this area of the policy process is as well known and mod-
elled as effectively as the other stages of the policy process. This is an urgent 
need in policy studies, since it is clear that this is a highly significant part of pol-
icy-making: the types of policy designs and alternatives generated at this stage of 
the policy process are central to subsequent activities involved in approving them 
and putting them into practice.

It is to these two tasks we now turn in Chapters 6 and 7.

Figure 5.5 A Model of Policy Formulation Modes
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Study Questions
1. Think of a policy instrument not mentioned in the text. How would you classify it 

using Hood’s NATO model?

2. Are there limits to what can be accomplished through nudging? Why or why not? 
If so, what are they?

3. How does understanding the nature of a policy subsystem help us understand 
the kinds of policy alternatives considered during policy formulation?

4. Choose a policy sector. Outline the tools used in it and describe the nature of the 
policy portfolio used to address it.

5. How do different countries and sectors vary in terms of the nature of their policy 
advice and formulation systems?
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Chapter 6
❖

Decision-Making in Public Policy
Policy Selection and Choice

What Is Decision-Making in the Public Sector?
The public policy process, as Thomas Dye pointed out in Chapter 1 is all about 
decision-making. Decisions, large and small, are made throughout the process by 
individuals, groups and organizations: decisions to deal with a problem, to analyze 
it in certain ways, to engage the public or not, and so on. However, the subject of 
this chapter is about making an authoritative decision to commit government re-
sources and prestige to a certain course of action expected to attain some desired 
end. It is about “policy choice,” selecting a policy from among whatever options 
are available and moving it forward to implementation.

The decision-making stage of the policy process is thus when one or more, 
or none, of the multiple definitions of policy problems and solution options that 
have been identified, debated, and examined during the previous two stages of 
the policy cycle are approved and become an official course of action. Such policy 
decisions usually produce some kind of a formal or informal statement of intent 
on the part of authorized public actors to take, or not to take, some action. These 
statements can take the form of a law passed by the legislature, an administrative 
regulation, or even just a speech or a policy statement from an elected or appointed 
government official (O’Sullivan & Down, 2001). Acting on this decision and put-
ting in place practices and procedures to give it effect is the subject of the next 
stage of the policy cycle, policy implementation, discussed in the following chapter.

Gary Brewer and Peter DeLeon (1983: 179) characterized the decision-making 
stage of the public policy process as a choice process. It is one that happens once:

the choice among policy alternatives that have been generated and their 
likely effects on the problem estimated. . . . It is the most overtly political 
stage insofar as the many potential solutions to a given problem must 
somehow be winnowed down and but one or a select few picked and 
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readied for use. Obviously most possible choices will not be realized and 
deciding not to take particular courses of action is as much a part of 
selection as finally settling on the best course.

This definition makes several important points about the decision-making 
stage of the policy cycle. First, decision-making is not a self-contained activity, 
but neither is it synonymous with the decisions that take place over the course 
of the entire public policy-making process. Rather, it is a specific activity rooted 
firmly in the previous stages of the policy cycle and involves choosing or select-
ing from among a relatively small number of alternative policy options identified, 
systematically or otherwise, in the process of policy formulation. This is done 
typically with the expectation that the action will resolve a public problem either 
in reality or symbolically, placating societal demands for action.

Second, this definition highlights the fact that different kinds of decisions 
can result from a decision-making process. That is, decisions can be “positive” 
in the sense that they are intended, once implemented, to alter the status quo 
in some way, or they can be “negative” in the sense that the government declares 
that it will do nothing new about a public problem but will retain the status quo.

Third, this definition underlines the point that public policy decision-making is 
not a technical exercise but an inherently political process. It recognizes that public 
policy decisions create “winners” and “losers,” even if the decision is a negative one.

Brewer and deLeon’s definition, of course, says nothing about the actors 
involved in this process, or the desirability, likely direction, or scope of public 
decision-making. To deal with these issues, different theories and models have 
been developed to describe how decisions are made in government as well as 
to prescribe how decisions ought to be made. The nature of public policy deci-
sion-makers, the different types of decisions that they make, and the develop-
ment and evolution of decision-making models designed to help understand the 
relationship between the two are described below.

Problematics of Decision-Making: An Unknown 
Future and Risks of Failure

Over- and Under-Reactions

In an ideal world, governments would choose only the most efficient and effective 
policies, spending the exactly appropriate amount of time, effort, and resources 
to match the severity of a problem. This assumes, however, that a government’s 
policy efforts can be “perfectly calibrated,” seamlessly leading to the minimum 
appropriate amount of effort being used to maximize the solution to a policy 
problem. This simple “proportionality” between problem severity and reaction, 
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unfortunately, is not backed up by empirical evidence (deLeon, 1999; Hargrove, 
1975). Rather, studies of policy success and failure suggest more complex patterns 
in which relatively few efforts are very well calibrated, with most either under- or 
over-reacting to problems, on either a one-off or a sustained basis (Maor, 2012, 
2014a; de Vries, 2010).

In general, there are four possible ideal scenarios for the relationship between 
policy efforts and policy solutions. In two cases, there is “proportionate response,” 
either when a severe problem generates a large response or when a small prob-
lem encounters a similarly small expenditure of government resources. The two 
other cases are “disproportionate” in nature: when policy reactions  either over- or 
under-shoot the severity of the problem and thus do not adequately match the na-
ture of the underlying problem. Poorly calibrated responses often persist over sus-
tained periods of over- and under-reaction in which either government resources 
are wasted or unresolved problems persist (de Vries, 2010).

Scholarly attention on this mismatch has mostly focused on studying the 
reasons for sustained over-reactions (Maor, 2012, 2014a; Jones et al., 2014), and 
the phenomenon of sustained under-reactions is both less well examined and less 
well understood (Maor, 2014b). Examples of the former over-reactions range from 
studies of over-regulation in food and environmental safety standards (Tosun, 
2013), to excessive reforms in social or health policies (Kemmerling & Makszin, 
2018), and to over-reactions against terrorist threats or crime (e.g., Desch, 2007).

Part of this problem has to do with the underlying valuation difficulties in 
determining the nature and impact of policy problems (e.g., Zuckerman, 2012), 
difficulties that always leave room for political controversy and disagreement in 
assessing the exact nature of the problem at hand and therefore what is a reason-
able or proportionate response to it. Such actions are often linked to well known 
“credit-claiming” motives on the part of decision-makers anxious to be seen by 
the public, electorates, or affected parties to be “doing something” about a prob-
lem (Twight, 1991; Marsh & Tilley, 2010). In these dynamics, more action is usu-
ally equated with better results, whether or not the extra effort and cost are worth 
any additional results achieved.

The literature on under-reactions is less well developed (Maor, 2014b). One 
can find cases that have been recognized, but in which the decisions behind un-
der-reaction remain unexplained: for instance, problems of harmful international 
tax competition (e.g., Genschel et al., 2011), epidemics (e.g., Oosterveer, 2002), or 
continued deforestation and soil erosion (e.g., Blaikie and Brookfield, 1987; Ostrom, 
1999). Identified causes of under-reaction include the role of institutions and veto 
players (e.g., Tsebelis, 2002), and problems of collective action such as the famous 
“tragedy of the commons” discussed in Chapter 2 (Ostrom et al., 1999), which can 
lead to the extent of a problem “creeping up” on decision-makers who may not be 
aware of its potential significance from initial reports. Organizational studies have 
also highlighted how standard operating routines and default modes of operation 
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may block change (Baumgartner & Jones, 2002), and how under-reactions may also 
be the consequence of cognitive biases if issues are invisible or their costs and ben-
efits are difficult to calculate, such as problems with unequal treatment of races, 
ethnic groups, or women in healthcare systems. Both subjects are well studied in 
social and organizational psychology and policy evaluation (e.g., Kahneman, 2003; 
Slovic, 1992). And mechanisms of diffusion and cross-border learning could lead 
governments to believe that no action is necessary if other (major) governments 
have not initiated action in response to the same or similar problem.

Uncertainty, Ambiguity, Ignorance, and Incompetence

These problems highlight a critical challenge that decision-makers and poli-
cy-makers more generally must deal with in responding to a problem, which is 
that they face an unknown future and must attempt in some way to estimate an-
ticipated problem severity and solution potential without ever being 100 per cent 
certain that they have either correctly diagnosed a problem or that their proposed 
solution will work. This is a problem in policy formulation and implementation, 
but is especially acute in policy choice where it is expected that some choice will 
be made. As such, problems cannot always be put off or solutions phased in order 
to assess their effectiveness as this process unfolds. Decision-makers trying to 
deal with issues on their agendas must cope with conditions of uncertainty and 
ambiguity as they try to ensure their efforts will prove effective (Simon, 1991; 
Morgan & Henrion, 1990; Swanson et al., 2010).

Failing to correctly identify the bounds and range of these uncertainties is 
a major cause of policy over- and under-reaction (Maor, 2012a, 2012b) and over- 
and under-design, and uncertainties and ambiguities must be correctly under-
stood and diagnosed by policy-makers in specific circumstances if policy failures 
are to be avoided both in the short and long term. Some of these uncertainties 
stem from a lack of knowledge of cause-and-effect relationships between policy 
interventions and outcomes, and may be overcome through better research and 
information, assuming that time exists in which to design and gather this data. 
Not all problem characteristics and environments change as rapidly as others, 
however, and not all uncertainties demand the same response.

The concept of uncertainty has been widely interpreted and studied in 
 diverse disciplines that influence public policy, such as the physical sciences, 
social sciences, mathematical sciences, engineering, economics, philosophy, and 
psychology, and some guidelines are available there (Walker et al., 2012). A key 
distinction drawn in this literature distinguishes between situations in which un-
certainty is represented by known probability distributions in which parameter 
estimates may be difficult to make or error-prone (“Knightian risk”) and those 
in which the overall distributions themselves are unknown (“Knightian uncer-
tainty”) (Knight, 1921).
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Schrader et al., for example, argue that uncertainty and ambiguity are two 
very different concepts that should not be confused or improperly juxtaposed but 
rather can be combined to illustrate the fundamental problematics or aspects 
of a design or policy-making “space.” They suggest two further levels of ambi-
guity: Level 1, where the variables are given but not their functional relation-
ships, and Level 2, where both the variables and their functional relationships 
are unknown.

The more recent uncertainty classifications by Walker et al. (2003), Kwakkel 
et al. (2010), and Walker et al. (2010) utilize these insights and distinctions to 
develop a set of propositions for policy-making dealing with a range of levels of 
ambiguity between “shallow” and “deep uncertainty.” Walker et al. (2010) usefully 
identify four common situations of relative ignorance. These are “Level 1,” shallow 
or parameter uncertainty where multiple alternative states representing the sys-
tem with specific probabilities are present; “Level 2,” medium or fuzzy uncertainty 
where multiple alternatives can be ranked based on the “perceived likelihood” of 
their occurrence are present; “Level 3,” deep uncertainty where multiple alterna-
tives are present but these cannot be ranked in terms of their likelihood of occur-
rence; and “Level 4,” complete ignorance, where there is an inability to present 
multiple alternatives and the “possibility of being surprised” is real (see Figure 6.1).

Source: Adapted from Walker et al., 2010.
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These distinctions are useful in assessing how decision-makers can deal with 
different levels of uncertainty in making their policy choices. That is, different 
policy problems correspond to these different levels of uncertainty and their pol-
icy treatment should vary accordingly. Policy problems characterized by Level 
I uncertainty, for example, are at least in theory not very difficult and are thus 
likely to be resolved by standard treatments with the expectation that a propor-
tional response is likely to result. Hence, for example, controlling housing mar-
kets though interest (mortgage) rate manipulations or traffic through stoplights 
and traffic “calming” are well known problems and solutions and offer only a very 
limited risk of failure. Level II uncertainty is slightly more complex, and policy 
decisions may produce some unexpected results—such as when tobacco price 
hikes trigger problems with smuggling and black markets—and may generate 
some level of disproportionality as a result.

Day and Klein (1989) note that while most government policies are crafted 
in response to events that are “reasonably predictable,” however, policy events can 
also be (1) unpredictable, “unforeseen” and “unprojectable,” (2) catastrophic, and 
(3) events where interpretation of uncertainty is obscured by moral and social 
controversy. That is, even in Level I and II scenarios there can be unexpected 
events or “wild-cards” (Wardekker et al., 2010) that can impact policy decisions 
with significant social and political implications. In these cases, circumstances 
offer limited scope for the decision-maker to draw upon history or experience 
(Walker et al., 2010; Lempert et al., 2003).

The final two scenarios, however, are likely to involve a much higher ratio 
of ambiguity to uncertainty, are much more likely to lead to disproportionate 
responses and under- and over-design of solutions and thus require a different 
type of policy response. These level III and IV situations often arise in dealing 
with problems that persist over the long run as fuzzy parameter  estimates ac-
cumulate and multiply. Level III problems, such as green transport initiatives 
(for example, when planners try to increase the share of walkers and cyclists 
at the expense of car drivers), require applying a number of policy tools to 
uncertain expectations about rider behaviour, yielding scenarios where the un-
certainty of outcomes climbs dramatically and changes over time (Taeihagh 
et al., 2013). A common response is to select policies that either over-design or 
over-manage expectations, or the reverse. Policies designed to address such is-
sues should, then, be both more flexible and adaptable than those dealing with 
problems accompanying Level I or II uncertainty, but this is rarely the case.

Finally, there are Level IV problems. These create the worst-case scenarios 
for decision-makers, as they entail competing perspectives about the nature of 
the problem as well as multiple potential solutions whose prospects for success 
are unknown (Rittel & Weber, 1973). Uncertainties can arise from many sources, 
including lack of data or lack of agreement on results, statistical methods, error 
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of measurement, use of approximations, subjectivity in judgment, uncertainty in 
human behaviour, errors in model structure, errors in values of parameters, likeli-
hood of change in parameters from historical values, differences in concepts and 
terminology, choice of spatial/ temporal units, and assumptions taken. Levin et 
al. (2012) argue that policies dealing with climate change, for example, fall into 
this category, as delays in action toward addressing climate change only make the 
problem more difficult to address. In such circumstances, attaining some level 
of disproportionality with standard policy packages is almost certain, and highly 
flexible arrangements that can be altered as implementation unfolds are called for.

The Substance of Decision-Making: Seeking Advice 
and Evidence about Policy Choices
In addition to simply receiving input on a proposed course of action from pol-
icy formulators about how to deal with a problem, decision-makers can and 
do seek their own counsel in arriving at their choices. As we have seen in 
Chapter 5, in contemporary governments, a great deal of this advice is avail-
able in most societies through participants in policy advisory systems. Much 
of this advice is internal, with executive agencies and staff available to provide 
a counterpoint to advice received from subject matter experts in the bureau-
cracy. But external advice is also available from think tanks, universities, and 
policy research institutes among others, and is increasingly drawn upon (Craft 
& Howlett, 2014).

The exact role of these advisors, however, varies. Maley (2000: 453), for 
 example, summarizes evidence for various roles played by political advisors who 
offer input on decision options beyond their “in-house” policy work; Dunn sug-
gests an important brokering role within the executive; Ryan detects a significant 
role in setting policy agendas; Halligan and Power (1992) refer to advisors as 
“managing networks of political interaction.” And additional studies have also 
noted the role political advisors can play in the brokerage, coordination, and 
integration of various endogenous and exogenous sources of policy advice to 
 decision-makers (Dunn, 1997: 93-97; Maley, 2011; Gains & Stoker, 2011; OECD, 
2011).

To better understand the content of policy advice, Connaughton (2010a, 
2010b) has developed a set of “role perceptions”—Expert, Partisan, Coordinator, 
and Minder—for classifying the advisory roles played by important actors in pol-
icy advice systems such as political staffers and advisors. Distinguishing between 
the substantive and procedural dimensions of content also helps assess the poli-
tics of policy advice (see Eichbaum & Shaw, 2008).
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Policy Analysis

One important source of advice in many contemporary governments comes 
from policy analysts. Paid professional policy analysts in government and the 
private sector play an increasingly important role in policy choice, although 
their precise role is somewhat hard to fathom. As Gill and Saunders (1992) 
put it, policy analysis at its heart is “a method for structuring information and 
providing opportunities for the development of alternative choices for the pol-
icymaker” (pp. 6–7). Analysts provide information or advice on the relative 
advantages and disadvantages of different policy choices (Wildavsky, 1969; 
Mushkin, 1977) and in addition to their role in formulating policy options, also 
affect their selection.

While there has always been a range of methodologies used in the provision 
of policy advice, the policy analysis movement (Mintrom, 2007) has remained 
firmly centred until recently on positivist methodologies. That is, they have only 
recently begun to encourage public participation and activities such as co-design 
(Blomkamp, 2018; Trischler et al., 2019), and rather have focused on the use 
and promotion of an analytic toolkit grounded in micro-economics, quantitative 
methods, and organizational analysis (Weimer & Vining, 1999). Policy education 
and training has for many years been largely a matter of familiarization with these 
tools of technical policy analysis such as supply demand, cost-effectiveness, and 
cost–benefit analysis (Wildavsky, 1979; Jann, 1991; Geva-May & Maslove, 2007; 
Gow & Sutherland, 2004).

This way of thinking about the general nature of professional policy work 
in government has flowed from both a set of empirical studies describing what 
analysts do in practice and another set of normative arguments about what they 
should do in order to improve their practices and generate optimal outcomes. 
Either directly or indirectly, many contemporary policy analysts have built upon 
Arnold Meltsner’s path-breaking 1970s-era studies of a small set of Washington, 
DC, policy analysts (Meltsner, 1975, 1976) for their empirical referents to the 
kinds of analysis being practised in government.

In his valuable early work on bureaucratic policy analysis, Meltsner (1975, 
1976) compressed and highlighted several variables in defining four specific 
kinds of analysts according to their level of competence and skill in deal-
ing with either or both of the technical or political elements that he uncov-
ered in the analytical tasks they faced: classifying analysts as “technicians” 
or “politicians” if they focused on one of these items; as “entrepreneurs” if 
they combined both talents; and, finally, as “pretenders” (a sub-type of which 
Meltsner actually found no examples in his interviews), if they lacked both 
sets of skills.
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While astute, however, Melstner’s observations are now almost 50 years 
old and were based on only 116 interviews conducted at the federal level in 
the US in 1970 and 1971 (Meltsner, 1975: 14). While the number of studies 
proposing, applying, and validating the use of such a micro-economic tool-
kit is legion, the number of empirical studies into the day-to-day practices 
of policy analysts is much smaller and, in many cases, evidence that such 
practices are followed in government is either non-existent or outdated (Cole-
batch, 2006).

More recent empirical research has sought to revalidate and adapt these cat-
egories to advance pedagogy, recruitment, and training of policy analysts (Cole-
batch & Radin, 2006). These studies have found that analysts tend to do the 
following:

1. Practise some combination of as many as nine different policy-related 
activities, including those related to tasks such as data acquisition and 
legal issues often neglected in previous studies.

2. Fall into one of four general types—appraisers, implementers, strate-
gists, and evaluators—when categorized by task.

3. Practise one of four common sets of analytical techniques, ranging from 
consultation to mathematical modelling that are a very different set of 
techniques than those usually taught in policy schools (Morcul & Iva-
nova, 2010; Geva-May & Maslove, 2007).

4. Address at least three different issue types that vary not only in 
terms of their technical complexity and consultative or “political” na-
ture, as Meltsner argued, but also by their routine versus innovative 
character.

5. Have very different sets of contacts with actors either within or external 
to governments (Mintrom, 2003).

While this work has helped illuminate the world of internal governmen-
tal policy advice and its impact on decision-making, little is known about the 
non- governmental components of policy advisory systems (Hird, 2005; Smith, 
1977; Stone & Denham, 2004; McGann & Johnson, 2005; Abelson, 2007; Stritch, 
2007; Cross, 2007; Murray, 2007). And even less is known about aspects such as 
the growing legion of consultants who work for governments in the “invisible pub-
lic service” (Speers, 2007; Boston, 1994).

Moreover, the personal and professional components of the policy ad-
vice supply system, along with their internal and external sourcing, can be 
expected to be combined in different ratios in different policy-making situa-
tions (Prince, 1983; Wollman, 1989; Hawke, 1983; Rochet, 2004). Figure 6.2. 
sets out the kinds of policy advice decision-makers now commonly receive in 
their work.
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Evidence-Based Decision-Making

One way in which it is expected that policy choices can be made more scientific 
and effective, regardless of the methods used to analyze them, is to enhance 
the amount and type of evidence or data used to support their formulation and 
choice. The “evidence-based policy-making” movement represents a contem-
porary effort to reform or restructure policy processes in order to prioritize ev-
identiary or data-based input over other influences on decision-making with the 
expectation that better and more proportional decisions will result than when 
choices are made purely on the basis of personal experience, intuition, or partisan 
or ideological sensibilities. Like earlier efforts in the policy analysis movement, 
its aim is to avoid or minimize policy failures caused by uncertainty and a mis-
match between government expectations and efforts and actual, on-the-ground 
conditions and results. Toward this end, evidence-based or “evidence-informed” 
policy-making is an attempt to improve the amount and type of information pro-
cessed in public policy decision-making as well as the methods used to assess it 
(Morgan & Henrion, 1990; Nilsson et al., 2008).

This movement is based on the idea that better decisions are those that in-
corporate the best available information, which is expected to result in policy de-
cisions with the best chance of attaining government expectations, even if this does 
not necessarily occur 100 per cent of the time because of factors such as failure to 

Figure 6.2 Policy Advice and Advisors Organized by Policy Content
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“Pure” Political and Policy Process Advice
Political parties, parliaments and legislative 
committees; regulatory agencies

As well as

Internal as well as external political advi-
sors, interest groups; lobbyists; mid-level 
public service policy analysts and policy 
managers; pollsters

Medium to Long-term Policy Steering 
Advice
Deputy ministers, central agencies/execu-
tives; royal commissions; judicial bodies

As well as

Agencies, boards and commissions; Crown 
corporations; international organizations 
(e.g., OECD, ILO, UN)

Su
b

st
an

ti
ve

Short-Term Crisis and Firefighting Advice
Political peers (e.g., cabinet); executive 
office political staffs

As well as

Expanded ministerial, legislative staffs; 
cabinet committees; external consultants; 
political strategists; pollsters; community 
organizations/NGOs; lobbyists, media 

Evidence-Based Policy-Making
Statistical agencies; senior departmental 
policy advisors; strategic policy unit; royal 
commissions

As well as

Think tanks; scientific & academic advisors; 
open data citizen engagement driven pol-
icy initiatives/web 2.0; blue ribbon panels
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incorporate new knowledge or including incorrect information in policy advice and 
decision-making rationales. It is expected, though, that iterative monitoring and eval-
uation of results will allow errors to be caught and corrected and new evidence to 
be incorporated in policy reviews and reforms. Such uses of evidence is expected to 
enhance policy learning, avoid policy failures, and increase the potential for greater 
success and proportionality in designs, efforts, and outcomes (March, 1981, 1994).

A significant variable influencing policy-makers’ ability to pursue evidence- based 
policy-making, however, is both governmental and non-governmental “policy analyt-
ical capacity.” That is, governments require a high level of policy analytical capacity 
in order to effectively manage informational inputs and pursue evidence-based poli-
cy-making. Recent studies, unfortunately, suggest that even in advanced countries the 
level of policy analytical capacity found in many governments and non-governmental 
actors is low, potentially contributing to a failure of evidence-based policy-making as 
well as limiting capacity to deal with complex policy challenges and contributing to 
policy over and under-reactions and over and under-designs (Howlett, 2009).

Exactly what constitutes “evidence-based policy-making” and whether an-
alytical efforts in this regard actually result in better or improved policies also 
are subjects that remain contentious in the literature on the subject (Boaz et al., 
2008; Jackson, 2007; Packwood, 2002; Pawson, 2002). A spate of studies has 
questioned the value of simply assuming collecting and analyzing large amounts 
of data is a route to better policy outcomes (Tenbensel, 2004).

Several concerns have been raised. First, evidence is only one factor  required 
for successful policy-making and is not necessarily able to overcome other fac-
tors such as constitutional divisions of powers or jurisdictions that can arbitrarily 
assign policy responsibilities to specific levels or institutions of government and 
diminish the rationality of policy-making (Davies, 2004; Radin & Boase, 2000; 
Young et al., 2002). Second, data collection and analytical techniques employed 
in its gathering and analysis by specially trained policy technicians may not be 
necessarily superior to the experiential judgments of politicians and other key 
decision-makers in all cases, especially when there is a high level of uncertainty 
and issues around political feasibility and social acceptance are involved ( Jackson, 
2007; Majone, 1989). Third, the kinds of “high-quality” and universally acknowl-
edged evidence initially proposed when evidence-based policy- making first entered 
the lexicon of policy analysts in the healthcare field—especially the “systematic 
 review” of clinical findings—often has no analogue in many policy sectors where 
generating evidence using the “gold standard” of random clinical trial methodolo-
gies may not be possible (Innvaer et al., 2002; Pawson et al., 2005). And, fourth, 
as mentioned above, an increased emphasis on  evidence-based  policy-making can 
stretch the analytical resources of participating organizations to the breaking point 
( Hammersley, 2005). That is, government and especially non- governmental orga-
nization efforts in this area may have adverse consequences in terms of requiring 
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greater expenditures on analytical activities at the expense of operational ones, 
meaning organizations of all kinds may be forced to divert financial, personnel, 
and other scarce resources from implementation or membership service activities 
to policy-making (Laforest & Orsini, 2005).

The Nature of Policy Choices: Negative, 
Positive, and Non-Decisions
Regardless of who makes a policy selection, and on what grounds, from a large 
group of legislators in a partisan arena to a civil servant working alone in a bu-
reaucracy, the results will fit into one of just a few categories. That is, although 
the actual substance or content of a decision can be infinitely varied, its effect 
will be to either perpetuate the policy status quo or alter it. Traditional “positive” 
decisions that alter the status quo receive considerable attention in the deci-
sion-making and policy choice literature and are therefore accorded most atten-
tion in this chapter.

However, it is important to note that other decisions uphold the status 
quo. Here we can distinguish between “negative” decisions, in which a deliber-
ate choice is made to uphold the status quo, and what are sometimes termed 
“non-decisions,” where options to deviate from the status quo are avoided at the 
policy formulation or agenda-setting stages (see Zelditch et al., 1983; R.A. Smith, 
1979). Non-decisions have been the subject of many inquiries and studies by 
scholars interested in tracing the effects of ideologies, religions, gender, racial, 
ethnic, and other similar factors that blind decision-makers to the need to act on 
a public problem; similarly, power allows decision-makers to ignore certain issues 
despite public clamour for change as has happened in many jurisdictions around 
climate change policy in recent years, for example (see Bachrach & Baratz, 1962, 
1970 [Ch. 3]; Debnam, 1975; Bachrach & Baratz, 1975; Zelditch & Ford, 1994; 
Spranca et al., 1991; Oliviera et al., 2005).

Very little research into negative decisions, however, exists. This is partly 
due to the difficulties associated with identifying when policy changes are ex-
plicitly rejected in favour of maintaining the status quo (see Howlett, 1986). 
Nevertheless, these decisions are important and can be examined from their 
effect on the policy cycle’s function. That is, negative decisions are instances 
of arrested policy cycles in which plans and options move up to the stage of 
policy choice but then fail to move forward from there to implementation on the 
ground. This is unlike non-decisions, in which certain options are filtered out at 
earlier stages of the policy process and may thus never reach decision-makers. 
When a negative decision is made, policy deliberations stop, at least for a time 
(van der Eijk & Kok, 1975).
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While negative and non-decisions pose problems to observers, a useful way 
to assess the nature of a positive decision is simply to measure the extent to which 
adopted solutions depart from the policy status quo. Some choices call for new, 
substantial, or dramatic policy change, while others only tinker slightly with ex-
isting policies and programs (Majone, 1991).

In his work on macroeconomic policy change in Britain, Peter Hall identified 
three different possible types of policy change that are observable outcomes of 
positive decision-making: first-order change, in which only the settings (or cali-
brations) of policy instruments varied; second-order change, in which the types 
or categories of instruments used to effect policy were alternated; and third-order 
change, in which the goals of policy were substituted (Hall, 1993). While useful, 
the logic of the model suggests there should be four basic types of change, not 
three, however. These can be described as changes related to abstract policy goals 
or more concrete program specifications, referring to the ends of policy-making; 
and to basic policy instrument type or genus, as opposed to alterations of existing 
instrument components, when discussing changes in policy means.

Decisions to transform policy goals and instrument types require the injec-
tion of new ideas and thinking into policy deliberations. Narrower options for 
change that target program specifications and instrument “settings” or compo-
nents are less disruptive, often creating relatively minor alterations to existing 
policies. Proposals for policy goal and program substitution tend to arise after 
new actors have joined existing policy processes, including deliberations on policy 
choices, while instrument adjustments and component changes tend to develop 
among existing actors when their preferences change (Krause, 1997; Berridge, 
2005; Chari & McMahon, 2003; Boyer & Cremieux, 1999). This general situation 
is set out in Figure 6.3.

In practice, there is often a tendency to develop incremental adjustments in 
policy formulation, that is, to propose changing instrument settings. This occurs 
because, as we saw in earlier chapters, policy regimes tend to form in most policy 
areas, and these regimes entrench both policy subsystems (the configuration of 
actors involved in decision-making) and policy paradigms (the ideas they carry 
into the policy process), limiting the ability of new actors and new ideas to pene-
trate these processes.

Figure 6.3 Effects of New Actors and Ideas on Policy Choices

Presence of New Actors Continuity of Old Actors

Presence of New Ideas
Choices relating to changes in 
policy goals

Choices relating to changes in 
program specifications

Continuity of Old Ideas
Choices relating to changes in 
instrument types

Choices relating to changes in 
instrument components
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Actors in the Decision-Making Process
Executive, Legislators, Judges, and Administrative Officials

With the exception of usually infrequent exercises in direct democracy, such as 
referendums (Wagschal, 1997; Butler & Ranney, 1994), the number of influen-
tial policy actors decreases substantially when the public policy process reaches 
the decision-making stage. Such concentrated engagement is not found at the 
agenda-setting stage, where virtually any actor in the policy universe could, theo-
retically at least, become involved. The policy formulation stage is also open to nu-
merous actors, though in practice only members of policy subsystems with specific 
knowledge and/or an interest tend to participate. But when it comes time to decide 
on adopting a policy, the relevant group of actors is almost invariably restricted to 
those very few in government with the authority to make binding decisions.

In other words, decision-making in public policy normally falls to those 
 occupying formal offices in government. Excluded are virtually all non-state ac-
tors, including those from other levels of governments, both domestically and 
internationally, although these other actors may influence authoritative deci-
sion-makers through activities such as lobbying or agitation, or in some cases 
bribery and corruption (Wedel, 2012; Heller et al., 2016; Kasekende et al., 2016).

This is not to say that non-state actors, including ones associated with other 
governments, are not active during policy decision-making. These actors can 
lobby and advocate to persuade, encourage, and sometimes even coerce public 
officials to adopt preferred options and avoid objectionable ones (Woll, 2007). 
However, unlike office-holders, those other actors have, at best, a “voice” in the 
decision-making process, not a “vote” (see Pal, 1993b; Richardson et al., 1978; 
Sarpkaya, 1988). That is, despite vigorous participation within a subsystem, 
only those politicians, judges, and government officials actually empowered to 
make authoritative decisions about the policy in question can engage in decision- 
making by exercising both “voice” and “vote” (Aberbach et al., 1981).

However, this formal authority does not mean that decision-makers can 
adopt whatever policy they wish. As discussed earlier, decision-makers’ freedom 
is constrained by rules and structures governing political and administrative of-
fices, as well as by actors’ ideas or paradigms and their social, economic, and 
political circumstances. As we have seen, rules and structures that affect political 
power and resources available to both state and non-state actors range from the 
country’s constitution to the specific mandates conferred on decision-makers by 
elections or legislation. Administrative decision-makers, such as judges and civil 
servants, must act within specific sets of laws, conventions, and regulations gov-
erning their behaviour and fields of competence (Markoff, 1975; Page, 1985a; At-
kinson & Coleman, 1989a). The different actors who contend to influence these 
decisions were discussed in Chapter 3.
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There is a great deal of variation among the specific officials—both appointed 
and elected—who make a policy decision. As was shown in earlier chapters, some 
political systems concentrate decision-making authority in the elected executive 
and the bureaucracy, while others assign the legislature and judiciary a greater 
role in policy-making. Parliamentary systems tend to fall in the former category 
and presidential systems in the latter. Thus, in Australia, Britain, Canada, and 
other parliamentary democracies, the cabinet and bureaucracy are often solely re-
sponsible for making many policy decisions. They may have decisions imposed 
on them by the legislature in situations when the government does not enjoy a 
parliamentary majority, or by the judiciary in its role as interpreter of the consti-
tution, but in Latin America, the Philippines and elsewhere these are not routine 
occurrences. In the United States and other presidential systems, although the au-
thority to make most policy decisions rests with the executive (and the cabinet and 
bureaucracy acting on the executive’s behalf), those decisions requiring legislative 
approval often involve intense negotiations with lawmakers, and both executive 
orders and legislation are modified or overturned on a regular basis by the judiciary 
on constitutional, procedural, or other grounds (Weaver & Rockman, 1993b).

At the micro level, bureaucratic rules and administrative practices and pro-
cedures set out not only which decisions can be made by which government 
agency or official, but also the steps that must be followed for this to occur. 
These range from provisions mandating that societal groups—from businesses 
to  affected  minorities—must be consulted in actions affecting them, to “notice 
and comment” rules that mandate specific consultation periods and information 
disclosure regarding a government’s intent to act.

As Allison and Halperin (1972) have noted, over time such rules and oper-
ating procedures often provide decision-makers with “action channels”—a regu-
larized set of standard operating procedures—for producing decisions. These rules 
and standard operating procedures help explain why so much of government’s 
decision-making is routine and repetitive in nature. Nevertheless, while rules and 
normal procedures circumscribe the freedom available to some decision-makers 
(especially those in administrative or judicial positions), others (especially elected 
officials) nevertheless retain considerable discretion to judge the “best” course of 
action to follow in specific circumstances.

Since decision-makers themselves vary greatly in terms of background, 
knowledge, and the beliefs that affect how they interpret a problem and its poten-
tial solutions (Huitt, 1968), different decision-makers operating in similar institu-
tional environments can respond distinctively even when dealing with the same 
or similar problems. Hence, even with standard operating procedures, exactly 
what process is followed and which decision is considered “best” will vary ac-
cording to the structural and institutional context of a decision-making situation.

Observers have also noted how policy-makers, in the course of interaction 
among themselves and in their day-to-day dealings with the public, tend to 
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develop a common way of looking at and dealing with a problem (Kenis, 1991; 
Haas, 1992; Sabatier, 1988). This suggests that policy subsystems play a signifi-
cant role in the process of policy formulation (Zijlstra, 1978–9; Rhodes & Marsh, 
1992; Raab & Kenis, 2007). Sabatier (1988), for example, has argued that the 
nature of the policy subsystem responsible for policy formulation is an important 
element in the analysis of policy change as advocacy coalition members mediate 
the exchange of interests and ideas in the process of policy-making and do so in 
characteristic and semi-permanent ways.

Policy Networks

Some analysts have suggested that the “cohesiveness” or “closedness” of policy 
subsystems is thus an important factor affecting the propensity for new or inno-
vative policy solutions to emerge from the policy formulation process (Marsh & 
Rhodes, 1992b; Bressers & O’Toole, 1998; Zahariadis & Allen, 1995; Jordana & 
Sancho, 2005). As Hanspeter Kriesi and Maya Jegen (2001: 251) put it, “to know 
the actor constellation is to know the parameters determining the choices among 
the substantive policy options.”

This suggests that, as seen with agenda-setting and policy formulation, a 
principal factor affecting the propensity of a policy subsystem to generate policy 
options involving substantial changes is a subsystem structure that allows new 
actors and new ideas to enter into policy deliberations (Schmidt, 2001). The rel-
evant types of policy subsystems that can influence decision-making are set out 
in Figure 6.4.

Theories of Decision-Making
Early Rational and Incremental Models

Whether a public policy decision is negative or positive, it involves creating 
an expression of intent by authoritative decision-makers to undertake or im-
plement some course of action (or inaction). In this section we will review the 
different models that have been developed to help describe, conceptualize, and 

Figure 6.4 Policy Subsystem Configurations That Influence Decision-Making

Receptive to New Actors

No Yes

Receptive to  
New Ideas
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analyze such expressions of decision-making. We set out key elements of these 
models and discuss their success and failure in describing decision- making 
processes. Although many decision-making models can be found across fields 
as diverse as psychology and business management, we shall see that these 
literatures all suggest that a variety of different decision-making process styles 
exist, and that the likelihood of one being followed can be ascertained with 
some certainty by examining the actors making the decision and the con-
straints under which they operate.

The policy cycle’s decision-making stage received considerable attention early 
on in the development of the policy sciences. At that time, analysts borrowed 
heavily from models and studies of decision-making in complex organizations de-
veloped by students of public administration and business organization. By the 
mid-1960s, these discussions about public policy decision-making had ossified 
into two purportedly incompatible models: rational and incremental.

The first to emerge was the rational model, which asserted that public 
policy decision-making was inherently a search for maximizing solutions to 
complex problems in which policy-relevant information was gathered and then 
used in a scientific mode of assessing policy options. The other model—often 
termed the incremental model—identified public policy decision-making as 
a less technical and more political activity, in which analysis played a much 
smaller role in determining outcomes than did bargaining, and other interac-
tions and negotiation between decision-makers (see Mossberger, 2000: Ch. 2). 
The mainstream position throughout much of this period was that while the 
“ rational” model was more preferable for showing how decisions ought to be 
taken to assure “maximum” results, the “incremental” model best described 
the actual practice of decision-making within government (Dror, 1968; Etzioni, 
1967; Howard, 1971).

However, by the mid-1970s it was apparent that neither model accurately 
represented all instances of decision-making; that different decision-making op-
portunities featured different methods and modes of decision-making; and that 
the range of decision-making styles varied beyond the two “ideal types” repre-
sented by the rational and incremental models (Smith & May, 1980; Allison, 1969, 
1971). This led to efforts to develop alternative models of the decision-making 
processes followed by complex organizations. Some attempted to synthesize the 
rational and incremental models (Etzioni, 1967). Others—including the so-called 
“garbage can” model of decision-making—focused on the irrational elements of 
 organizational behaviour in order to arrive at a third path beyond rationalism 
and incrementalism (Cohen et al., 1972; March & Olsen, 1979a). Subsequently, 
 efforts were made to move beyond the debates among rationalists, irrationalists, 
and incrementalists and develop a more nuanced understanding of public policy 
decision-making and the role that policy subsystems play in influencing these 
dynamics.
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The Comprehensive and Bounded-Rationality Models

First developed to aid economic analysis, and especially the analysis of producer 
and consumer choices, the “rational” theory of decision-making postulated that 
in developing and expressing a preference for one course of action over another, 
decision-makers would attempt to pursue a strategy that, in theory, would max-
imize the expected outcomes of the choices they could make (Edwards, 1954). 
Decision-making in the public policy arena was seen to parallel the marketplace 
behaviour of buyers and sellers seeking to obtain top “utility” from their limited 
resources by minimizing costs and maximizing benefits.

This idealized model of rational decision-making presumed that deci-
sion-makers and policy choice would consistently and predictably undertake the 
following series of sequential activities leading to decision:

1. A goal for solving a problem is established.
2. All alternative strategies of achieving the goal are explored and listed.
3. All significant consequences of each alternative strategy are predicted 

and the probability of those consequences occurring is estimated.
4. Finally, the strategy that most nearly solves the problem or solves it at 

least cost is selected (Carley, 1980: 11).

Ideally, the process would involve attributing costs and benefits to each op-
tion, comparing these across widely divergent options, and estimating the proba-
bility of failure and success for each option (Edwards, 1954; March, 1994).

The rational model is “rational” in the sense that it prescribes decision- 
making procedures that, in theory, will consistently lead to choosing the most 
efficient means of achieving policy goals. Rooted in Enlightenment notions of ra-
tionality and positivist schools of thought that sought to develop scientific knowl-
edge to improve human conditions (Jennings, 1987; Torgerson, 1986), this model 
assumes that maximal outcomes can be achieved through the ordered gathering 
of relevant information allowing the “best” alternative to be identified and se-
lected (Weiss, 1977b). Decision-makers are assumed to operate as technicians or 
business managers, who collect and analyze information that allows them to adopt 
the most effective or efficient way of solving any problem they confront. Because 
of its “neutral,” technical application to problem-solving, this mode is also known 
as the “scientific,” “engineering,” or “managerialist” approach (Elster, 1991: 115).

Early attempts to address organizational behaviour through a scientific mode 
of investigation identified the rational model of decision-making as a promising 
technique that would yield managerial advances in business and public admin-
istration. Elements of the model can be found in the work of early students of 
public administration such as Henri Fayol in France, and Luther Gulick and 
Lyndal Urwick in the United States. Drawing on the insights gleaned by Fayol 
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(1949) from his studies of the turn-of-the-century French coal industry, in the 
1930s Gulick and Urwick, for example, promoted what they termed the “POS-

DCORB” model of management, in which they urged organizations to maximize 
their performance by systematically planning, organizing, staffing, directing, co- 
ordinating, reporting, and budgeting their activities (Gulick, 1937). “Directing” a 
particular course of action, for Gulick and Urwick and the management theorists 
who followed in their footsteps, amounted to weighing the benefits of any deci-
sion against its expected costs and arriving at a “steady stream” of maximizing 
decisions required for the organization’s optimal function (see, e.g., Kepner & 
Tregoe, 1965).

It was recognized very early on, however, that it would not always be possible 
to achieve “full” rationality in practice. This was because even if a decision-maker 
wished to adopt maximizing decisions, these might not be possible due to limited 
information and time. However, many analysts did not consider these to be insur-
mountable problems. Rather, they simply recognized the difficulties that could be 
found in translating decision-making theory into decision-making practice, which 
meant that the resulting decisions might not be perfectly rational or error-proof, 
but would normally be close enough to approximate “perfect” rationality.

Some analysts, however, claimed that these limitations on rationality had 
much more serious implications for decision-making theory and practice. Perhaps 
the most noted critic of the rational model was Herbert Simon, until recently 
the only student of public administration ever to win a Nobel Prize. Simon and 
others argued that the constraints on rationality previously noted were not simply 
“deviations” that might be overcome by more careful analysis, or that would crop 
up only in exceptional circumstances. Rather, these shortcomings represented 
the norm and were impossible to avoid and serious enough to undermine notions 
of “pure” rationality or outcome maximization as embodied in the classical ratio-
nal model.

Simon produced a series of books and articles in the 1950s highlighting the 
obstacles preventing decision-makers from ever attaining “pure” rationality in 
their decisions and proposing an alternative notion of “bounded rationality” to 
replace the maximizing principle underlying rational choice theory (Simon, 1955, 
1957b; Jones 2002). First, he noted that decision-making would generate maxi-
mal results only if all possible alternatives and their costs were assessed before a 
decision was made. He then demonstrated that decision-makers faced cognitive 
limits in considering an almost infinite number of possible options, leading them 
to focus on only a subset of alternatives that they deemed likely, or probable, or 
feasible. Simon noted that such pre-decisional choices were typically made on 
ideological, professional, cultural, or similar grounds, if not randomly. With effi-
ciency implications being ignored in such initial choices, the opportunity to select 
a rational course of action from the resulting options was lost (see Fernandes & 
Simon, 1999).
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Second, Simon examined the implication of the rational model’s requirement 
for decision-makers to know the consequences of each decision in advance. He 
concluded that this rarely, if ever, occurred. But without accurately predicting 
the future, Simon noted it would be impossible to assess the costs and benefits 
of different options as required by the rational model. Third, Simon pointed out 
that most policy options yield a “bundle” of favourable and adverse consequences, 
and that the “costing” of each “bundle” is not straightforward, as it requires a 
prospective ranking of relative potential gains that, again, cannot be validated 
on “rational” grounds. Fourth, Simon also noted that very often the same option 
can be efficient or inefficient depending on other, and changing, circumstances. 
Hence, it is rarely possible for decision-makers to draw robust conclusions about 
which alternative is superior, as required by the rational model (see Einhorn & 
Hogarth, 1986).

Numerous efforts to modify the rational model followed these criticisms, 
all in the effort to preserve the principle that “maximization” could guide de-
cision-making (Kruse et al., 1991: Ch. 1; Conlisk, 1996). Theories of “ fuzzy” 
decision-making, for example, argued that even if costs and benefits associated 
with specific policy options could not be clearly stated or specified with great 
precision, probabilistic techniques could be used to illuminate the range of “max-
imized” outcomes, allowing at least an approximately rational choice to be made 
(Bellman & Zadeh, 1970; Whalen, 1987; Mendoza & Sprouse, 1989).

Other studies, mainly in the field of psychology, attempted to specify, on the 
basis of field experiments, exactly what sorts of common biases decision-makers 
exhibited in dealing with the uncertainties described by Simon (see Slovic et al., 
1977, 1985). This is the case, for example, with models linked to prospect theory 
(see Kahneman & Tversky, 1979; Tversky & Kahneman, 1981, 1982, 1986; Haas, 
2001), which postulated that humans “overweight losses relative to comparable 
gains, engage in risk-averse behaviour in choices but risk-acceptant behaviour 
in choices among losses, and respond to probabilities in a nonlinear manner” 
(Levy, 1997: 33). This was done in the hope that specifying the cognitive limits 
in decision-making that Simon had uncovered would enable the development of 
“second-best” maximizing rational models that would account for actual human 
behavioural limitations in the face of uncertainty (see Yates & Zukowski, 1976; 
Suedfeld & Tetlock, 1992; Einhorn, 1982; Kanner, 2005).

Simon, however, concluded that public decisions ostensibly taken in ac-
cordance with the precepts and methods outlined by the rational model would 
never maximize benefits over costs, but would instead tend only to satisfy what-
ever criteria decision-makers had set for themselves at the time of a decision. 
This “satisficing” criterion, as he put it, was a realistic one given the bounded 
rationality with which human beings are endowed and within which they 
must work when taking decisions (see March, 1978, 1994). Although he did 
not himself develop an alternative model of decision-making built on the notion 
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of satisficing (see Jones, 2001: Ch. 3), his insights would later be taken up by 
Charles Lindblom, who would incorporate them into the best-known alternative 
to the rational model: the incremental model of decision-making based on lim-
ited analysis and political exchange or bargaining, rather than knowledge-based 
analysis ( Thomson et al., 2003).

Incremental Model

Doubts about the usefulness of the rational model led to development of a sec-
ond major school of public policy decision-making theory that sought a closer fit 
 between theory and the actual behaviour of decision-makers in real-life situa-
tions. These efforts yielded the incremental model, which portrayed public policy 
decision-making as a political process characterized by bargaining and compro-
mise among self-interested decision-makers (Braybrooke & Lindblom, 1963; Dahl 
& Lindblom, 1953; Lindblom, 1959). In this model, the decisions made represent 
what is politically feasible rather than technically desirable, and what is possible 
or “optimal” rather than “maximal” in the rational model’s meaning of getting the 
most output for the least cost.

The credit for developing the incremental model of public decision-making is 
attributed to Yale University political scientist Charles Lindblom and his colleagues 
at other North American universities in the late 1950s and early 1960s (Dahl & 
Lindblom, 1953; Lindblom, 1955, 1958, 1959). Lindblom took to heart the ideas 
of bounded rationality and satisficing behaviour among decision-makers pioneered 
by Simon and, based on his own observations of government decision- making pro-
cesses, outlined what he suggested were the common elements of “strategies of 
decision” actually pursued by public policy decision-makers (Jones, 2002). The 
model he put forward arranged these strategies into a “mutually supporting set of 
simplifying and focusing stratagems” and included the following elements:

a. limitation of analysis to a few somewhat familiar policy alternatives . . . 
differing only marginally from the status quo;

b. mixing policy goals and other values along with the empirical aspects of 
a problem in policy analysis (that is, no obligation to specify values first 
before identifying the means to promote them);

c. a greater analytical preoccupation with ills to be remedied than positive 
goals to be sought;

d. a sequence of trials, errors, and revised trials;
e. analysis that explores only those possible consequences of an alternative 

considered to be important; and
f. fragmentation of analytical work to many (partisan) participants in poli-

cy-making (each attending to their piece of the overall problem domain) 
(Lindblom, 1979: 517).
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In Lindblom’s view, decision-makers both did and should develop policies 
through a process of making “successive limited comparisons” with earlier deci-
sions, those with which they are most familiar. As he put it in his oft-cited article 
“The Science of Muddling Through,” decision-makers typically, and should, work 
through a process of “continually building out from the current situation, step-
by-step and by small degrees” (Lindblom, 1959: 81). Decisions thus arrived at 
are usually only marginally different from those that exist. In other words, the 
changes from the status quo in decision-making are incremental.

According to Lindblom, there are two reasons why decisions typically do not 
stray far from the status quo. First, since bargaining requires distributing lim-
ited resources among various participants, it is easier to continue the existing 
pattern of distribution rather than try to negotiate the redistribution that would 
be required under any proposal for radical change. Since the benefits and costs 
of present arrangements are known to the policy actors, unlike the uncertainties 
surrounding new arrangements, securing agreement on major changes is more 
difficult. The result is typically either continuation of the status quo or agreement 
to make only small changes to it. Second, the standard operating procedures of 
bureaucracies also tend to promote continuity in practice. The methods by which 
bureaucrats identify options and the procedures and criteria for choice are usu-
ally long-established, inhibiting innovation and perpetuating existing arrange-
ments (Gortner et al., 1987: 257).

Lindblom also argued that the rational model’s requirement of separation be-
tween ends and means in the calculus of decision-making was unworkable in prac-
tice. This was not only because the time, information, and cognitive constraints 
identified by Simon and others were beyond the reach of actual  decision-makers, 
but also because rationalism assumed policy-makers could both clearly separate 
means from ends in assessing policies and then agree upon their meaning. Lind-
blom argued that in most policy areas, discussion of ends is inseparable from the 
means to achieve them, since which goals are pursued often depends on whether 
or not viable means are available to accomplish them. The beneficial essence 
of incrementalism, Lindblom argued, was to try to systematize decision-making 
processes by stressing the need for political agreement and learning by trial and 
error, rather than simply stumbling into random decisions without any strategy at 
all, or failing to develop pseudo-maximal ones through futile application of the 
rational method (Lindblom & Cohen, 1979).

Some critics of incrementalism have debated the extent to which the incre-
mental model accurately describes how many public policy decisions are actually 
made in practice (see Berry, 1990; Jones et al., 1997), since decisions to signifi-
cantly alter the status quo do occur periodically. Others, however, found several 
faults with its theoretical implications (see Weiss & Woodhouse, 1992). First, the 
model was criticized for lacking any kind of goal orientation. As John Forester 
(1984: 23) put it, incrementalism “would have us cross and recross intersections 
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without knowing where we are going.” Second, the model was challenged for 
being inherently conservative, given its apparent suspicion of large-scale change 
and innovation. Third, it was censured for justifying decision-making as implic-
itly undemocratic, to the extent that it confined decision-making to bargaining 
within a select group of senior policy-makers (Gawthrop, 1971). Fourth, by dis-
couraging systematic analysis and planning and discounting the need to search 
for promising new alternatives, it was said to promote short-sighted decisions that 
could have adverse consequences for society in the long run (Lustick, 1980).

Beyond these normative criticisms about the desirability of decisions made 
incrementally, the model was also criticized for its narrow analytic usefulness. 
Yehezkel Dror (1964), for example, noted that incrementalism can only work 
when there is a great deal of continuity both in the nature of problems that 
policies are intended to address and in the means available to address them. 
Such continuity is far from universal in policy-making. Incrementalism is thus 
more characteristic of decision-making in a relatively stable environment, rather 
than in unusual situations, such as a crisis or a novel policy issue (Nice, 1987; 
Lustick, 1980). Fifth, it was pointed out that in practice it is very difficult to 
know exactly what an “increment” is versus what is not a unit of measure when 
differentiating how a policy would move beyond the previous status quo (Bailey 
& O’Connor, 1975).

Lindblom countered many of these criticisms in his own writings, stating 
that incrementalism was neither inherently conservative nor short-sighted, since 
the relative size and direction of increments were not predetermined but would 
emerge from the deliberative bargaining process that characterized incremental 
policy-making (Lindblom, 1979: 517). He also suggested that the incremental 
method was neither inherently democratic nor undemocratic, but would simply 
follow the structure of representation present in different political systems and 
situations (Lindblom, 1968).

However, in responding to one major criticism—that incrementalism was 
better suited for or more likely to occur in some policy-making contexts than 
others—adherents of the incremental model had to accept that the nature of 
the decision-making process would vary according to factors such as whether a 
policy was new, the number of decision-makers involved, and whether or not they 
shared a consensus on the goals and objectives of policy-making (Bendor, 1995; 
Jones, 2001). This meant that the model was neither the ideal method of deci-
sion-making, as had been suggested by some adherents, nor, as Lindblom had al-
leged in some of his writings, the only possible method of policy-making. Rather, 
it was only one of several possible types or styles of public policy decision-making 
(Hayes, 2007).

By the early 1980s, it had become apparent to many observers that the con-
tinuing debate between the advocates of rationalism and those of incremental-
ism over the merits and demerits of their favoured models was constraining both 
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empirical analysis and theoretical development. Rather than continue the debate, 
Smith and May (1980: 156) suggested that

we require more than one account to describe the several facets of orga-
nizational life. The problem is not to reconcile the differences between 
contrasting rational and incremental models, nor to construct some third 
alternative which combines the strongest features of each. The problem 
is to relate the two in the sense of spelling out the relationship between 
the social realities with which each is concerned.

This awareness of the limitations of both the rational and incremental 
models of decision-making led policy scholars to look for alternatives. These 
came in many forms. Despite Smith and May’s admonition, some analysts at-
tempted to synthesize the two models, an unlikely outcome but one that is not 
impossible to imagine. Others embraced the elements of unpredictability and 
capriciousness opened by the fall of incrementalism as the main alternative to 
the rational model. While neither of these theoretical directions proved partic-
ularly fruitful, a third effort to clarify the exact nature of alternative decision- 
making modes or styles, and the likely conditions under which they would be 
employed, generated more lasting value and continues to inform present-day 
work on decision-making.

Mixed-Scanning Models

The initial response of many scholars to criticisms of incrementalism as an alter-
native to the rational model was to attempt to “rescue” both models by combining 
them in a constructive synthesis. As early as 1967, for example, Amitai Etzioni 
proposed his mixed-scanning model to bridge the shortcomings of both rational 
and incremental models by combining elements from both.

Accepting the criticisms of the rational model as largely unworkable in prac-
tice and of the incremental model as only appropriate to certain policy environ-
ments, Etzioni suggested that combining the two models could overcome both 
criticisms, while providing decision-makers with a practical guide to “optimal” 
decision-making. Adopting a similar position to that of Simon, Etzioni, followed 
by many others, suggested that the decision-making process in fact consisted 
of two stages, a “pre-decisional” or “representative” stage of assessing a problem 
and “framing” it, which would utilize incremental analysis, and a second analyt-
ical phase in which specific solutions could be more carefully assessed, which 
would be more rational in nature (see Voss, 1998; Svenson, 1979; Alexander, 
1979, 1982).

In Etzioni’s “mixed-scanning” model, optimal decisions would result from a 
cursory search (“scanning”) for alternatives, followed by a detailed probe of the 
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most appealing alternatives. This would allow for more innovation than permitted 
by the incremental model, without imposing the unrealistic demands prescribed 
by the rational model. Etzioni argued that this was, indeed, how many decisions 
were made in reality, where it is not uncommon to find a series of incremen-
tal decisions followed by a substantially different decision when decision- makers 
are faced with a problem significantly different from those dealt with before. 
Thus, he presented his model as both a prescriptive and descriptive approach to 
 decision-making that would overcome the conceptual limitations of earlier mod-
els while conforming to the actual practices of decision-makers.

In later work, students of US foreign policy decision-making developed a 
similar two-stage model of decision-making processes, sometimes referred to as 
the “poliheuristic” model (see Mintz & Geva, 1997; Mintz et al., 1997). In this 
view, decision-makers use a variety of cognitive shortcuts (“heuristics,” “opera-
tional codes,” or “standard operating procedures”) to compensate for limitations in 
knowledge and to achieve some initial winnowing of alternatives to a set of “feasi-
ble” or “acceptable” ones (Fernandes & Simon, 1999; Voss & Post, 1988; George, 
1969, 1979; Drezner, 2000; Allison & Halperin, 1972; Brule, 2008). These heu-
ristics include the use of historical analogies, a preference for incremental pol-
icies, the desire for consensus among competing policy actors, and the desire 
to claim credit or avoid blame for potential policy outcomes (see George, 1980; 
Weaver, 1986; Hood, 2002; Vertzberger, 1998; Sulitzeanu-Kenan & Hood, 2005; 
Hood & Rothstein, 2001). In the second stage, a limited number of alternatives 
are subjected to a more rational, “maximizing” analysis (Mintz, 2004, 2005; Ye, 
2007). As Mintzberg et al. found in their 1976 study of “strategic” or non-routine 
decision-making with uncertain outcomes:

When faced with a complex, unprogrammed situation, the decision-mak-
ers seek to reduce the decision into sub-decisions to which he [sic] ap-
plies general purpose, interchangeable sets of procedures or routines. 
In other words, the decision-makers deal with unstructured situations 
by factoring them into familiar, structural elements. Furthermore, the 
individual decision maker uses a number of problem-solving shortcuts—
satisficing instead of maximizing, not looking too far ahead, reducing 
a complex environment to a series of simplified conceptual “models.” 
(Mintzberg et al., 1976: 247; see also Weiss, 1982)

It is not clear, however, exactly how these models differ from the incremental 
and rational ones they were ostensibly designed to replace. That is, the tech-
niques of marginal analysis put forward by Lindblom and others already envi-
sioned a limited search for, and selection of, alternatives, which would then be 
singled out for more detailed analysis. And it is also not clear how mixed-scanning 
would overcome the problems associated with the rational model, since without 
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the systematic comparison of all possible alternatives, it is impossible to assure 
that a final decision is a maximizing one.

Nevertheless, Etzioni’s call for a less overtly political type of incrementalism 
than that based on Lindblom’s “partisan mutual adjustment” was well received 
by many policy practitioners. Among policy scholars, however, it was quickly by-
passed in favour of other models—such as the so-called “garbage can” theory, 
discussed below—that purported to directly address the reality of uncertainty 
and ambiguity facing policy-makers in day-to-day decision-making situations 
(Walker & Marchau, 2004; Driedger & Eyles, 2003; Gupta et al., 2003; Morgan 
&  Henrion, 1990; Potoski, 1999).

Garbage Can Models

In the late 1970s, a very different model asserted and, in fact, embraced the in-
herent lack of rationality in the decision-making process identified by Simon and 
others. Developed in part by one of Simon’s collaborators, James March, and 
March’s Norwegian colleague, Johan Olsen, the so-called garbage can model of 
decision-making denied to the decision-making process even the limited ratio-
nality attributed to it by incrementalism (March & Olsen, 1979b; Cohen et al., 
1972).

March and Olsen, working with Michael Cohen, began by assuming that 
both the rational and incremental models presumed a level of intentionality, com-
prehension of problems, and predictability of relations among actors that simply 
did not correspond with reality. In their view, decision-making was a highly am-
biguous and unpredictable process only distantly related to searching for means 
to achieve goals. Rejecting the instrumentalism that characterized most other 
models, Cohen, March, and Olsen (1979: 26) argued that most decision oppor-
tunities were

a garbage can into which various problems and solutions are dumped by 
participants. The mix of garbage in a single can depends partly on the la-
bels attached to the alternative cans; but it also depends on what garbage 
is being produced at the moment, on the mix of cans available, and on 
the speed with which garbage is collected and removed from the scene.

Cohen, March, and Olsen deliberately used the garbage can metaphor to 
strip away the aura of scientific precision attributed to the authority behind deci-
sion-making by earlier theorists. They sought to drive home the point that goals are 
often unknown to policy-makers, along with ignorance about causal relationships. 
Under these circumstances, actors define goals and choose means using idiosyn-
cratic rationales as they proceed through a policy process that is necessarily contin-
gent and unpredictable. As Gary Mucciaroni (1992: 461) explained, in this model
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[t]here is plenty of room for chance, human creativity, and choice to in-
fluence outcomes. What gets on the agenda at given points in time is 
the result of a fortuitous conjunction—whatever the combination of sa-
lient problems, available solutions, and political circumstances that exist. 
Events, such as the opening of a window of opportunity, are often unpre-
dictable, and participants often are unable to control events once they 
are set in motion. Yet, individual actors are not completely without an 
ability to affect outcomes. Entrepreneurs decide which problems to dra-
matize, choose which solutions to push, and formulate political strategies 
to bring their issues onto the agenda. Actors in the process develop prob-
lem definitions and solutions that are plausible and compelling, link them 
together, and make them congruent with existing political conditions.

March and Olsen (1979a) presented evidence from several case studies of 
decision-making processes in European universities to substantiate their proposi-
tion that public decisions are often made in too ad-hoc and haphazard a fashion 
to be considered incremental, much less rational. Others, such as Paul Anderson 
(1983), for example, also demonstrated that policy decisions about high-stakes 
strategic and military options such as those debated during the 1962 Cuban Mis-
sile Crisis, one of the most critical periods of the Cold War conflict, were made 
in terms of simplistic yes/no binary choices on proposals that would emerge in the 
course of discussion.

While the garbage can model’s key tenets may well be a fairly accurate 
description of how organizations make decisions some of the time, in other in-
stances it would be reasonable to expect more order. As critics such as Muccia-
roni argued, albeit in a national context, rather than present a general model of 
decision-making, the garbage can idea represents only one type of decision-mak-
ing that is characteristic of a particular political or organizational context:

Perhaps the mode of policy-making depicted by the garbage can model 
is itself embedded in a particular institutional structure. Put another 
way, the model may be better at depicting decision-making in the 
United States, where the institutional structure is fragmented and per-
meable, participation is pluralistic and fluid, and coalitions are often 
temporary and ad hoc. By contrast, policy-making in other countries 
takes place among institutions that are more centralized and inte-
grated, where the number of participants is limited and their partic-
ipation is highly structured and predictable. (Mucciaroni, 1992: 466)

This irrational mode of decision-making is also more likely to occur at points 
when policy paradigms are in transition, when the coherence commonly held core 
beliefs typically impose upon policy-making is weak or entirely absent (Hood, 1999).
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“Decision Accretion” Model

Challenging and controversial, the greatest contribution of the garbage can model 
was in helping to break the logjam of what had become a rather sterile debate be-
tween rationalists and incrementalists over the merits of their models, thereby al-
lowing for more nuanced studies of decision-making within specific institutional 
and ideational contexts to be undertaken.

By the 1980s, most studies pointed to the significance of understanding de-
cision-making structures and contexts in advancing the analysis of how decisions 
are actually taken in complex organizations. In her work on the use of knowledge 
in the policy process, for example, Carol Weiss noted that in many instances pol-
icy decisions are not decided in a “brisk and clear-cut style” in a single institution 
or setting at a single point in time. Rather, many decisions, from the momentous 
to the inane, are actually taken piecemeal, without any overall plan of attack 
or conscious deliberation; in this sense, they appear more like pearls in oysters, 
having been accreted in multiple layers over a relatively lengthy period of time 
through the actions of multiple decision-makers (Weiss, 1980).

Unlike incrementalism, which paints a similar portrait of policy-making as 
the buildup of previous decisions, or the garbage can model, which also describes 
policy emergence as largely fortuitous, notions of decision accretion do not rely on 
intra-organizational bargaining processes or fluid sets of participants to explain 
this pattern. Instead, it is said to emerge because of the nature of the decision to 
be made and the structure of the organizations that make them. As Weiss argued,

[i]n large organizations, decisions on complex issues are almost never the 
province of one individual or one office. Many people in many offices 
have a say, and when the outcomes of a course of action are uncertain, 
many participants have opportunities to propose, plan, confer, deliber-
ate, advise, argue, forward policy statements, reject, revise, veto, and 
re-write. (1980: 399)

In such situations, Weiss suggested, individuals often do not even realize 
when a decision has been made. Each person takes only some small step in a 
large process with seemingly small consequences. But over the course of time, 
“these many small steps foreclose alternative courses of action and limit the range 
of the possible. Almost imperceptibly, a decision has been made, (sometimes) 
without anyone’s awareness that he or she was deciding” (1980: 401).

This analysis highlights the significance of multiple arenas and multiple rounds 
of decision-making for many modern-day public policy decisions (Howlett, 2007). 
That is, as Weiss and others have suggested, decision-making often tends to occur 
in multiple locations or venues, each with a distinct set of actors, rules of procedure, 
and ability to influence the outcome of a decision process in a preferred direction 
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(see Klijn, 2001; Mintzberg et al., 1976; Timmermans, 2001). In each arena, dif-
ferent actors can “score points” in terms of having their definition of a problem or 
solution adopted. These decisions are collected in a “round” in which the results 
of each round are fed back into other arenas for continued discussion and debate; 
a process in which new actors can be activated, new arenas become involved, and 
new or modified decisions emerge (see Teisman, 2000; Hammond, 1986).

In addition, each venue or arena can be involved in one or more simultaneous 
decision-making processes, increasing the likelihood that couplings and uncou-
plings of issues can occur in a highly contingent fashion (see Roe, 1990; Perrow, 
1984; van Bueren et al., 2001; Klijn & Teisman, 1991). Similar effects result from 
actor positions changing over time in lengthy multi-round decision-making pro-
cesses (Klijn & Koppenjan, 2000b; Howlett, 2007).

Conclusion: Revisiting Public Policy 
Decision-Making Modes
Focusing on the interactions between actors both within and between organi-
zational arenas and on the strategies used to influence outcomes allows some 
predictions to be made about the likely kinds of decisions that can emerge from 
these lengthy and complex policy processes (see Allison & Halperin, 1972; Sager, 
2001; Stokman and Berveling, 1998). Moreover, it also allows for the conscious 
design of decision-making processes in order to clarify the roles of different ac-
tors and stages in the process and to ensure that outcomes are less “irrational” 
and contingent than might otherwise be the case with instances of pure “decision 
creep” (de Bruijn and ten Heuvelhof, 2000; Klijn & Koppenjan, 2005).

As we have seen, the early rational and incremental models suggested 
that disparate decision-making styles can be found animating the public pol-
icy process. Later models, such as the mixed-scanning, garbage can, and deci-
sion-round models, provide some indication of which variables are responsible 
for the predominance of a particular decision style in a specific circumstance: 
the nature of a policy problem; the number and type of actors involved; the 
nature of the informational, temporal, and institutional constraints within 
which they operate; and the pre-existing sets of ideas or “frames” and decision- 
making routines with and through which decision-makers approach their tasks 
(Ley-Borras, 2005).

The idea that there is a range of possible decision-making styles is not a 
new one (see Wildavsky, 1962; Scharpf, 1991). In some of his earlier writings, for 
example, Charles Lindblom and several of his co-authors held out the possibil-
ity that incremental decision-making could coexist with efforts to achieve more 
“rational” decisions. Thus, Braybrooke and Lindblom (1963), for example, argued 
that four different types of decision-making could be discerned, depending on 
the amount of knowledge at the disposal of decision-makers and the amount of 
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change the selection involved from earlier decisions. In Braybrooke and Lind-
blom’s view, the overwhelming majority of decisions were likely to be taken in 
an incremental fashion, involving minimal change in situations of low available 
knowledge. However, three other possibilities also existed: the rational model 
emerged as one possibility and two other poorly defined styles—“revolutionary” 
and “ analytic”—also existed as infrequently utilized alternatives given specific 
change and knowledge configurations. Later in his career, Lindblom revisited 
this idea, arguing that a spectrum of decision-making styles existed according 
to how systematic the analysis supporting the decision was. These ranged from 
“synoptic” decision-making, which is similar to the rational ideal, to “blundering,” 
that is, simply following hunches or guesses without any real effort at systematic 
analy sis of alternative strategies, which is akin to the garbage can model.

Neither of these early taxonomies took into account the principal variables 
identified as significant in the selection process by more recent decision-making 
models. A more promising start in this direction was made by John Forester in 
his work on decision-making styles. Forester (1984, 1989) argued that there were 
at least five distinct decision-making styles associated with six key sets of condi-
tions. According to him, “what is rational for administrators to do depends on the 
situations in which they work.” That is, the decision-making style and the type of 
decision made by decision-makers would be expected to vary according to issue 
and institutional contexts. As he put it,

[d]epending upon the conditions at hand, a strategy may be practical or 
ridiculous. With time, expertise, data, and a well-defined problem, tech-
nical calculations may be in order; without time, data, definition, and 
expertise, attempting those calculations could well be a waste of time. 
In a complex organizational environment, intelligence networks will be 
as, or more, important than documents when information is needed. In 
an environment of inter-organizational conflict, bargaining and compro-
mise may be called for. Administrative strategies are sensible only in a 
political and organizational context. (Forester, 1984: 25)

Forester suggested that for decision-making to take place along the lines pro-
posed by the rational model, the following conditions had to be met. First, the 
number of agents (decision-makers) had to be limited, possibly to as few as one 
person. Second, the organizational setting for the decision had to be simple, and 
insulated from the influences of other policy actors. Third, the problem had to 
be well defined; in other words, its scope, time horizon, value dimensions, and 
chains of consequences had to be well understood. Fourth, information must be 
as close to perfect as possible; in other words, it must be complete, accessible, 
and comprehensible. Finally, there must be no urgency for the decision; that is, 
time had to be infinitely available to the decision-makers to consider all possible 
contingencies and their present and anticipated consequences.

6  Decision-Making in Public Policy
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When these conditions are met completely, rational decision-making can be 
expected to prevail. However, since these five conditions are rarely met in prac-
tice, Forester argued that other styles of decision-making would be more likely to 
emerge. Thus, the number of agents (decision-makers) can expand and multiply 
almost to infinity; the setting can include many different organizations and can 
be more or less open to external influences (Heikkila & Isett, 2004; Hammond, 
2003); the problem can be ambiguous or susceptible to multiple competing in-
terpretations (Bozeman & Pandey, 2004); information can be incomplete, mis-
leading, or purposefully withheld or manipulated; and time can be limited or 
artificially constrained and manipulated (Wright, 1974).

From this perspective, Forester suggested the existence of five possible styles 
of decision-making: what he termed “optimization,” “satisficing,” “search,” “bar-
gaining,” and “organizational.” Optimization is the strategy that obtains when the 
conditions (mentioned above) of the rational-comprehensive model are met. The 
prevalence of other styles depends on the degree to which those conditions are 
not met. When the limitations are cognitive, for reasons mentioned earlier, we are 
likely to find the satisficing style of decision-making. The other styles mentioned 
by Forester, however, are overlapping and therefore difficult to distinguish clearly. 
A search strategy is one he argued is likely to occur when the problem is vague. 
A bargaining strategy is likely to be employed when multiple actors deal with a 
problem facing a shortage of information and time. The organizational strategy 
involves multiple settings and actors with both time and informational resources 
but also multiple problems. Suffice it to say that these types involve greater num-
bers of actors, more complex settings, more intractable problems, incomplete or 
distorted information, and limited time for making decisions.

While a major improvement over earlier classifications and taxonomies, and 
certainly an improvement over the rational and incremental models and their 
“garbage can” challengers, Forester’s framework was only a first step in surpassing 
earlier models of decision-making styles. A major problem with his particular tax-
onomy is that it does not actually flow very logically from his arguments. A close 
examination of his discussion of the factors shaping decision-making (Forester, 
1984: 26) reveals that one would expect to find many more than five possible 
styles flowing from the cited combinations and permutations of the variables. Al-
though many of these categories are indistinguishable in practice and would thus 
serve little analytical purpose, it remains unclear why one should expect only the 
five cited styles to emerge.

An improvement on Forester’s model of decision-making styles can be made 
by recasting his variables to more clearly and consistently relate decision-making 
styles to the types of variables found to be significant in earlier investigations of 
public decision-making. Combining Forester’s concepts of “agent” and “setting,” 
for example, highlights the role of different kinds of policy subsystems—that is, 
different numbers and types of actors situated in different numbers and types of 
institutional settings—in the decision-making process (March, 1994; Beach & 
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Mitchell, 1978). The complexity of the policy subsystem affects the number of 
venues, the nature of dominant policy ideas and interests, and the level of agree-
ment or opposition to an option within the subsystem and among decision-makers 
(see Bendor & Hammond, 1992). Some options accord with the core values of the 
subsystem members, while others do not, thereby structuring decisions into hard 
(e.g., contested and cognitively challenging) and easy (e.g., broadly understood 
and familiar) choices (Pollock et al., 1993).

Similarly, it is possible to combine Forester’s notions of “problem,” “in-
formation,” and “time” resources, which can all be seen to reflect the types 
of decision-making constraints identified by Simon and Lindblom and others 
(see Payne, 1982; Simon, 1973; Maule & Svenson, 1993; Payne et al., 1988). 
That is, the making of decisions is constrained to varying degrees by informa-
tion and time limitations (Rochefort & Cobb, 1993; Webber, 1992; Pappi & 
Henning, 1998), as well as by the intractability or “wickedness” of the problem 
(Weick, 1976; Rittel & Webber, 1973; Sharkansky, 1997: Ch. 2; Hisschemoller 
& Hoppe, 1995). But it is often the case that these constraints run together 
because part of the issue of problem tractability is related to lack of informa-
tion about potential solutions and a lack of time required to gather or develop 
it (Radford, 1977).

Thus, two pertinent variables can be used to construct an effective taxonomy 
of decision-making styles: (1) the cohesion of the policy subsystem involved in the 
decision and, specifically, whether or not decision-makers enjoy legitimacy within 
the subsystem, and (2) the severity of the constraints that decision-makers face in 
making their choices (see Lindquist, 1988; Martin, 1998: Ch. 2). The constraints 
may be institutional or cognitive: political or social institutions may hinder deal-
ing with a problem or decision-makers may simply not know how to deal with it. 
Figure 6.5 outlines the four basic decision-making styles that emerge on the basis 
of these two dimensions.

In this model, decisions made within cohesive policy subsystems are less 
likely to resort to adjustment strategies and, depending on the nature of the con-
straints they face, tend to promote either rational or negative decision-making. 
On the other hand, as incrementalists suggest, highly constrained policy contexts 
are likely to result in an incremental adjustment approach to decision-making in 
policy subsystems that lack cohesion (Holzmann & Rutkowski, 2003; Weyland, 
2005). In situations of low constraint and low cohesion, decisions are likely to be 
non-linear and ad hoc, often shuttling between different alternatives over fairly 
short periods of time, as suggested by the garbage can model (t’Hart & Kleiboer, 
1995; de Bruijn & ten Heuvelhof, 2000).

This discussion demonstrates that the essential character of the public deci-
sion-making process is very much the same as that of the other policy stages we 
have examined. That is, like the earlier stages of agenda-setting and policy formu-
lation, the decision-making stage is affected by the nature of the policy subsystem 
involved (the number and type of actors, their institutional setting, and the kinds 
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of ideas they hold), and by the constraints under which decision-makers operate 
(Agranoff & Yildiz, 2007; Woll, 2007). A focus on these variables can help predict 
the type of outcome likely to arise from the particular style of decision-making 
adopted in the policy process in question (Stokman & Berveling, 1998).

Ultimately, then, as John Forester (1984: 23) put it, what is rational for ad-
ministrators and politicians to do

depends on the situations in which they work. Pressed for quick recom-
mendations, they cannot begin long studies. Faced with organizational 
rivalries, competition and turf struggles, they may justifiably be less than 
candid about their plans. What is reasonable to do depends on the con-
text one is in, in ordinary life no less than in public administration.

Study Questions
1. How do agenda-setting and policy formulation shape policy choices?

2. What is uncertainty? What is ambiguity? Why are these important in understand-
ing policy decision-making?

3. What is “bounded rationality”? To what extent is it possible to make rational 
decisions?

4. Is incrementalism the default decision-making option in public policy-making? Is 
that desirable?

5. What subsystem features are likely to generate non-decisions?

Figure 6.5 Decision-Making Styles
Cohesion of Policy Subsystem

Low High

Severity of Policy 
Constraints

Low
Ad hoc Style 
(May adopt non-linear 
change)

Rational Style 
(May adopt either linear and 
non-linear change)

High
Incremental Style 
(Will tend toward 
 linear change)

Negative Decision Style 
(will tend toward status quo)
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Chapter 7
❖

Policy Implementation
Putting Policies into Effect

What Is Policy Implementation?
After a public problem has reached the policy agenda, various options have been 
proposed to address it, and the government has decided on a course of action, it 
must put its choice into practice. The effort, knowledge, and resources devoted 
to translating policy decisions into action comprise the policy cycle’s implemen-
tation stage. While most policy decisions identify the general means expected to 
be used to pursue their goals, subsequent choices are inevitably required to create 
and administer programs and attain results. In addition to other tasks, funding 
must be allocated, personnel assigned, and rules of procedure developed to actu-
ally make a policy work.

Implementation is the activity in the policy process in which actors attempt 
to convert policy intentions and resources into actions resulting in specific policy 
outputs and ultimately in the achievement (or not) of intended policy outcomes. 
In addition, the implementation stage may influence other “stages” of the process, 
as when it involves interpretation and negotiation of policy aims (as in the policy 
formulation stage), or when implementers make decisions about pursuing signifi-
cantly different administrative and program design alternatives that may affect 
the type of policy outcomes actually produced and their reception among key 
players in the policy community.

Policy implementation typically relies on civil servants and administrative 
officials to establish and manage the necessary actions needed to put a policy 
into place. However, non-governmental actors who are part of the policy sub-
system can also be involved in implementation activities. Some countries, like 
Sweden, have developed a tradition of non-governmental actors directly imple-
menting some important social programs (Ginsburg, 1992; Johansson & Borell, 
1999) or in having the state and societal groups work together to co-produce pol-
icies (Alford, 2009; Pestoff & Brandsen, 2009). In some countries, like the US, 
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attempts to implement some programs through community and religious (“faith-
based”) groups are more recent and only partially successful (Kuo, 2006). In-
stead, non-governmental actors often participate in the design and evaluation of 
policies but not their actual administration and management.

Implementation is often a high-stakes game that exposes even well- 
formulated policies that have passed formal decision-making points to several 
acid tests around administrative feasibility and capacity, political and social ac-
ceptability, unforeseen consequences, and a wide range of other contingencies, 
any of which can singly or in combination block policies from achieving their 
intended objectives. The implementation process itself not only creates winners 
and losers, it is also the stage in the policy process where the stakes of winning or 
losing begin to manifest themselves very clearly to many participants whose inter-
ests and desires may have been unfocused in earlier stages of the process. Agen-
cies, and even divisions within agencies, may continue to compete for resources 
and control over implementation activities; and tensions may arise between the 
public, private, and non-profit organizations as they vie for influence and funds to 
implement government programs (Hupe & Hill, 2009).

In policy formulation and even decision-making, conflicts between and 
among stakeholders and agencies may be managed by using vague language or 
even postponing decisions on “mission-critical” but politically or bureaucrati-
cally “sensitive” aspects of policies. This has the advantage of keeping a pol-
icy process moving forward and “buying time” for more supportive coalitions 
to be built. But the consequences of such conflict avoidance become unavoid-
able during the implementation stage, when public managers will struggle to 
generate, allocate, and control resources, and interpret policy intentions. While 
implementation can sometimes trigger a recurrence of highly visible conflict 
and controversy that roiled other stages of the policy cycle, many policy areas 
witness a decline in public attention once a policy decision has been made. This 
has the effect of giving greater opportunity for bureaucrats and/or well-orga-
nized special interests to vary the original intent of a decision should they so 
desire. As a consequence, the anticipated outputs and results of a policy may fail 
to materialize, while negative side effects of policies often become more evident 
(Wu et al., 2017).

These dynamics create not only a management challenge, but also a po-
tential source of blame and risk for both politicians and bureaucrats who are 
the ones held accountable for policy failures, including those caused by poor 
implementation. The electoral and career stakes of policy conflict thus tend 
to rise during implementation. Potential problems have to be anticipated and 
carefully managed in program design and tool deployment. But this is a diffi-
cult task. Failure to accurately anticipate implementation problems is the most 
common cause of policy failure. An “optimism bias,” for example, often afflicts 
policy-makers who assume that many problems will take care of themselves, or 
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will never materialize at all, resulting occasionally in high-profile policy disas-
ters and even more frequently in policies that perform far below expectation 
(Bovens & t’Hart, 1996).

Barriers to Policy Implementation
One way of looking at implementation challenges is to assess what it would take 
to achieve “perfect” implementation and then determine how the obstacles or 
barriers to such attainment can be overcome. When Hogwood and Gunn (1993) 
adopted this perspective, they identified 10 the following “preconditions for im-
plementation success.”

• circumstances external to the implementing agency do not impose crip-
pling constraints;

• adequate time and sufficient resources are made available to the 
program;

• the required combination of resources is available;
• the policy to be implemented is based on a valid theory of cause and 

effect;
• the relationship between cause and effect is direct and that there are 

few, if any intervening links;
• the dependency relationships are minimal;
• there is agreement of, and understanding on, objectives;
• the tasks are fully specified in correct sequence;
• there is perfect communication and coordination; and
• those in authority can demand and obtain perfect compliance.

Examining these preconditions for success can help us categorize some 
of the main conditions that may typically obstruct an implementation process. 
The first broad category of conditions obstructing implementation is mission 
related. The poor design of interventions implies that policies may fail even if 
implemented as intended. Goals adopted in a multi-sectoral process may be too 
vague to meaningfully translate into operational programs and interventions 
(Wu et al., 2017).

A second category of difficulties involves the lack of adequate bureaucratic 
and political support for implementation. Support for policies often stop at the 
rhetorical level, or at the agencies or levels of government that initiated them. 
Lower levels of government, and grassroots actors on whom actual implemen-
tation success may hinge, may discover that they have little understanding of, 
or stake in, the policies they are asked to execute. Initial implementation may 
also trigger resistance to an integrated plan that might not have been predicted 
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at the beginning of the process, particularly if not all relevant stakeholders have 
been consulted. “Political will” may begin to evaporate when difficult trade-offs 
need to be made in practice, not just on paper, and as constituencies negatively 
affected by policy trade-offs raise their voices (or even flex their political muscle) 
(Wu et al., 2017).

Finally, a range of capacity-related difficulties may have negative repercus-
sions on implementation. Many—perhaps most—ambitious attempts at integrated 
planning stop at the level of paper plans. The multiple types of capacity necessary 
to implement these plans often go ignored, or are optimistically subsumed under 
the heading of “ capacity building requirements.” Capacity includes human and 
financial resources, the institutional arrangements and procedures that underpin 
policies and ensure consistent delivery, and even the social capacities that help 
determine how social groupings will respond to implementation initiatives (Wu 
et al., 2015, 2017).

While capacity needs may be underestimated by public managers initially 
and then compensated for during implementation, policy delivery is even more 
vulnerable to deficiencies in network coordination capacity—the ability of organi-
zations to work together to achieve a co-produced outcome. Coordination across 
agencies and across sectors may be required in several different forms, such as 
sharing information, pooling resources, and (where activities fall outside the tra-
ditional gambit of any one organization) jointly implementing assigned tasks. Co-
ordination in delivering policy must thus overcome the perceived threat agencies 
may feel to their autonomy from working together and the confusion or conflict 
over the nature of the task that stems from the inherently complicated, multi-sec-
toral nature of many policy goals (Agranoff & McGuire, 1999; Peters & Savoie, 
1996; Peters, 2013).

Environment and Context

Long-term factors such as administrative traditions and styles of management as 
well as the nature of administrative recruitment and merit systems all play a role 
in conditioning the activities which lie behind implementation (Knill, 1999). It is 
important for managers, decision-makers, and others, to be aware of these struc-
tures and practices when assessing obstacles to effective implementation, and 
then draw appropriate conclusions for avoiding or overcoming such constraints 
(Howlett, 2003).

While a plethora of other contextual factors may be important to any given 
case, four warrant universal attention. The first is the degree of political and policy 
stability present in the policy system, and particularly the subsystems engaged in 
a particular implementation effort. The environment for policy implementation 
may be considered “enabling” if there is relatively strong political support for the 
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program outputs that are called for, and if bureaucratic capacity for analytical and 
implementation tasks is relatively strong (Matland, 1995).

A second is the degree of environmental turbulence, or the extent to which 
the external political and economic environment in which policy-makers work is 
changing slowly and steadily or rapidly and disjointedly. When an environment 
is “turbulent,” it may be necessary to alter bureaucratic routines and program 
parameters much more quickly than in stable environments (Hill & Hupe, 2002). 
In stable circumstances, there may be more opportunities to build network capac-
ities that will facilitate more interdepartmental coordination, especially if manag-
ers can identify and build strong coalitions supporting integrated policy-making 
that builds bridges to a wide variety of potential partners and thus boosts network 
capacity (the “partnering” approach). But when change occurs rapidly, implemen-
tation will need to be nimbler, even “entrepreneurial,” and policy-makers will 
need to look for actions that can serve to focus political attention onto outputs 
that generate a quick win.

Where the environment is not particularly facilitative, and where change 
(economic, social, or political) is rapid and disruptive, public managers are 
likely to be restricted to “damage control”—keeping open the possibility of a 
more integrated and effective approach to implementation when environmental 
conditions become more favourable. If unfavourable environmental conditions 
persist, public managers may be relegated to “coping” or, at best, “scheming”; 
that is, identifying interventions to target for implementation that can serve 
as stepping stones of a longer-term, more ambitious approach should circum-
stances change.

Where political forces are unsupportive of policy initiatives even after 
official adoption, implementation may have to have to “fly under the radar,” 
keeping the initial content as low-key and technical (non-overtly political) 
as possible, while scanning the policy subsystem for potential allies when 
conditions change. Where to look for such opportunities—and how ambitious 
those charged with implementation can be during tough times in adverse 
environments—is a difficult question to answer in the abstract; but careful 
delineation of stakeholders and their interests, as suggested below, may offer 
useful cues.

A third contextual factor concerns the openness of the policy process—the 
degree to which implementation is influenced by diverse actors rather than re-
stricting input to a narrow and homogeneous base of participants. For instance, 
in a highly pluralistic country with a strong non-governmental sector and a 
free press, implementation will inevitably be shaped by broader input than in 
a country where policy-making is controlled by an insular elite. In more demo-
cratic, open polities, conflicts at the agenda-setting, policy formulation, and de-
cision-making stages are likely to be relatively transparent and widely recognized. 
This may imply that proponents and opponents of policies will be more likely 



7  Policy Implementation  ❖   215

to reach compromises that get built into the policy and carry forward into im-
plementation. In countries where political decisions are less openly contested, 
the politics of implementation may instead become “hotter,” as actors who were 
excluded from prior deliberations protest and resist policies that they oppose. 
The resulting implementation conflicts can, and often do, divert policy from its 
original objectives.

Finally, the degree of public-sector decentralization is another contextual 
element that will almost always influence policy implementation. Decentral-
ization is one of the catchwords of public management in recent decades, 
with most countries implementing, or at least endorsing, the devolution of 
resources and authorities down to subnational and local governments (terri-
torial  decentralization) or to non-traditional, reconstituted authorities (func-
tional decentralization). The extent to which such trends are present will 
affect the way decisions regarding policy adoption are reached, resources 
mobilized, and administrative and non-bureaucratic actors coordinated for 
implementation (see Table 7.3) (Wu et al., 2017).

Policy Subjects’ Behaviour

Since effective implementation depends on the target groups’ behaviour actually 
matching the anticipated influence tools upon them (May, 2004; Kaine et al., 
2010; Duesberg et al., 2014), understanding the relationship between tools and 
targets is of great importance in studying policy implementation (Weaver, 2009a, 
2009b, 2010).

Unfortunately, studies of policy implementation have traditionally focused 
on the use of governing resources to attain policy goals, with insufficient con-
sideration of how the subjects of those interventions are actually affected by the 
deployment of policy tools. Despite the fact that “compliance” with government 
policy intentions has been a longstanding concern in policy studies (Feeley, 1970; 
Etienne, 2011; Meier & Morgan, 1982; Rodgers, 1975; Mulford & Etzioni, 1978), 
the links between tool selection and policy implementation have rarely been ex-
amined (Grabosky, 1995; Weaver, 2009a, 2009b, 2013, 2015; Winter & May, 
2001; Nielson & Parker, 2012). A similar gap in examination exists for how set-
tings of policy instruments are chosen during implementation (Duesberg, 2014; 
Corner & Randall, 2011; Taylor et al., 2013).

Typically, “policy targets” are assumed to act as rational utility maximizers 
who are acutely sensitive to shifts in perceived gains and losses linked to policy 
incentives and disincentives. Analysis of policy tools and their impact of targets is 
thus premised on the idea of affecting citizens’ self-maximizing behaviour, which 
may vary considerably in practice.

But what is the best way to attain compliance during implementation is often 
not immediately apparent. To encourage and increase birthrates, for example, 
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is it best to provide subsides that might tip the balance of a woman’s or fami-
ly’s calculations of affordability of children? Or is it more effective to promote 
 family-centred events and activities in public service announcements and movie 
and television placements to promote the joys of home life and the pleasures of 
children and family (Lichtenstein & Slovic, 2006)? Or should both approaches 
be pursued? Implementation choices and policy programs built around the first 
orientation can involve discussions around particular kinds of financial tools such 
as providing more subsidized daycare and better local schools rather than around 
how much of a direct subsidy to a parent through tax incentives or cash grants 
will promote higher levels of childbirth and larger families (Woodside, 1979). The 
second approach may involve activities such as movie theatre and TV public ser-
vice advertisements and educational programs in schools and elsewhere, rather 
than the actual provision of new services or subsidies. And whether both work 
in conjunction with each other or at cross purposes would need to be known for 
implementation to succeed.

Under the influences of advances in behavioural economics and social psy-
chology, scholars and practitioners have recently begun to focus more closely on 
better understanding when and how policy targets behave in less rational ways 
(Ariely, 2010; Thaler et al., 2010; Thaler & Sunstein, 2009, Mulgan, 2008, 
Bason, 2014). Yet, it is still the case that most mainstream implementation the-
ory continues to conceive of policy targets rationally calculating their interests 
when deciding whether to comply with the demands of regulation and laws, 
or the incentives of subsidies (Stover & Brown, 1975; Gevrek & Uyduranoglu, 
2015; Weaver, 2015; Jones et al., 2014; Duesberg, 2014; Araral, 2014; Maskin, 
2008). Hence, policy analysis often focuses on “getting incentives right” through 
the calibration of financial tools expected to achieve expected compliance and 
outcomes, rather than upon examining other, more normative or culturally de-
termined motivations behind target behaviour and the full range of policy tools 
available to affect it (Weaver 2009; Gunningham et al., 1998). The same applies 
to “ disincentives”. Taxes, for example, are fines established to deter non-compliers 
(Doern & Phidd, 1983). Utility calculations are applied to calibrating penalties 
for those who disregard policy obligations or seek to free-ride on compliers (Lowi, 
1966; Balch, 1980).

This utilitarian way of thinking about compliance in policy implementation 
fits within the positivist orientation that was adopted by the policy sciences at 
its inception (Tribe 1972; Banfield, 1977). It continues to dominate even recent 
thinking about tool use for policy “nudging,” even when behavioural assumptions 
extend beyond utilitarian concepts such as perfect information and reciprocal risk 
and benefit valuations (Oliver 2015; Legett, 2014; Room 2013; John et al., 2009). 
Although nudging strategy eschews “perfect rationality” among policy targets, it 
still accepts utilitarian “hedonic” principles that “subjects” will seek pleasure and 
avoid pain through a “cost–benefit” calculus when considering whether to comply 
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with policy (Steg et al., 2014). Weaver (2009b, p. 5) has enumerated various “com-
pliance problems” that originate beyond the bounds of rational calculus by targets 
and governments. These include the following:

• Incentive and sanction problems where positive and or negative in-
centives are insufficient to ensure compliance

• Monitoring problems where target compliance may be difficult or 
costly to monitor

• Resource problems where targets lack the resources to comply even if 
they want to

• Autonomy problems where targets do not have the power to make de-
cisions that comply with policy even if they want to

• Information problems where targets lack information that would 
make compliance more likely, and

• Attitude and objectives problems where targets are hostile /mistrust-
ful toward providers or programs.

Viewed in this way, it is evident that compliance presents challenges to im-
plementation and tool deployment that a purely utilitarian focus on policy tools 
cannot fully resolve. Governments need to determine, for example, whether or 
not a target is likely to comply with policy intentions and whether that compli-
ance will be freely given (Scholz, 1991). Subjective evaluations of the legality and 
normative “appropriateness” of government’s actions (March & Olsen, 1989) in-
fluence both policy targets’ degree of compliance, and the general public’s toler-
ance for enforcing penalties to secure that compliance. Governments will thus 
have to look beyond financial tools to achieve success in implementation (Haw-
kins & Thomas, 1989; Hood, 1986).

In doing so, policy implementers need to understand how each category of 
policy tool not only depends upon a specific governing resource and its efficacy 
in influencing policy targets but also triggers or activates a specific behavioural 
response in them. Thus, the effectiveness of deploying policy tools is linked both 
to resource availability—a precondition of their use—and to the sensitivity of the 
“receptors” policy targets have that prompt them to respond. In the case of de-
ploying information, for example, tool effectiveness relies not only upon the avail-
ability of knowledge and the means to distribute it, but also on the target’s belief 
in the accuracy of the content, i.e., its credibility. Similarly, the effectiveness of 
authoritative tools depends on perceptions of government legitimacy; the effective 
use of treasure resources depends on target group financial need and receptiv-
ity to receive or pay for government funding, or their cupidity; and the effective 
use of organizational tools relies upon target group perceptions of government 
 competence and fairness in providing services. Figure 7.1 presents a model of the 
behavioural attributes upon which governing tools rely for their effect.
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When designing for high levels of compliance during implementation, gov-
ernments need to create a “compliance regime” that will link tools with com-
mensurate behavioural attributes. Such a regime includes traditional utilitarian 
components, such as the following:

• positive incentives for compliance;
• negative incentives for noncompliance; and
• prohibitions and requirements with punishments attached.

But it also needs to embrace less-utilitarian precepts, including

• information about what behaviour is compliant, how to comply and the 
advantages of compliance;

• admonitions to comply on moral, self-interested or other grounds as well 
as utilitarian ones;

• resources to comply that may be targeted to those who would otherwise 
lack those resources; and

• options and defaults (choice architecture) without substantially affecting 
the payoff to individuals of so doing (Weaver, 2015).

This second set of principles is intended to boost the chances that imple-
mentation will activate motivations among policy targets that actually change 
behaviour.

Classifying targets according to their likelihood of compliance can enhance 
the efficacy of policy tools. For example, healthcare clients and citizens facing 

Figure 7.1 Requirements for Influencing the Behaviour/Compliance of Policy 
Targets
Tool Type Resource Applied Target Behavioural Pre-Requisite

Nodality Information Credibility/Trust—willingness to believe and 
act on information provided by government

Authority Coercive Power/Force Legitimacy—willingness to be manipulated 
by government invoked penalties and 
proscriptions 

Treasure Financial Cupidity—willingness to be manipulated by 
gain/losses imposed by governments

Organization Organization Competence—willingness to receive goods 
and services from government and enter 
into partnership arrangements

Source: Howlett 2011.
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obesity challenges may be young or old, share some ethnic or racial character-
istics, be segmented by gender and in other ways, and respond to policy out-
puts based on a range of understanding of obesity science and views about food 
preparation and intake. Yet only some of these distinctions may be important in 
affecting compliance, while others may be less significant. A well-designed com-
pliance regime will connect the distinctions that matter among policy targets to 
tools that can affect them. Figure 7.2 shows how estimations and diagnoses about 
likely compliance behaviour can usefully be linked to the use of specific kinds of 
governing instruments involved in coercive versus persuasive actions on the part 
of governments (Hawkins & Thomas, 1989).

As Weaver (2009a, 2009b, 2015) has pointed out, this generates a spectrum 
of potential compliers and non-compliers. Compliance regimes have to deal with 
a variety of actors and behaviours, ranging from unwilling resisters to voluntary 
or willing compliers. To implement effectively, governments need to know which 
specific kinds of actors fall into which type (Braithwaite, 2003) in order to accu-
rately design their policies. How governments perceive these targets and classify 
groups within them is thus a critical aspect of policy implementation.

Policy Uncertainties

Better understanding the motivations underlying policy implementation can im-
prove the efficacy of putting policy decisions into practice, especially when im-
plementation, like other aspects of policy-making discussed in previous chapters, 
is marked by high levels of uncertainty and surprise (Linder & Peters, 1988; de-
Leon, 1992). Implementation occurs with limited and sometimes no information 
about the future policy environment, and may need to adapt to changing con-
ditions. Hence, they are only as good as the knowledge that informed problem 

Figure 7.2 Nature of Compliance of Policy Targets

Likelihood of Compliance

High Low

Willingness to 
Comply

High

Model Subjects

Require little coercion, 
 education, or persuasion

Reluctant Subjects

Require education and 
persuasion

Low

Resistant Subjects

Require incentives to  
comply

Combative Subjects

Require a high level of co-
ercion and monitoring to 
compel compliance

Source: Adapted from Scholz 1991.
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recognition and shaped policy design and adoption. As Swanson et al. (2010) have 
argued, policy implementation is akin to gardening insofar as it is “muddy, atten-
tive and experiential, because we really do not know what growing conditions will 
prevail.”

“Policy surprise” describes what bureaucrats and politicians experience when 
unexpected challenges arise during implementation. These surprises can be tem-
pered when best evidence is used in putting together a policy and when best 
practice is followed in deploying it. But knowledge that went into policy formula-
tion and decision-making is only useful if it is carried forward into implementa-
tion (Lempert et al., 2003). Uncertainty about expected results due to incomplete 
information about policy targets, and the ways that such targets might respond 
to an intervention is quite common. Bureaucrats are thus all too familiar with 
surprises that emerge during “normal” policy implementation and undermine 
the best laid plans and program designs (Jarvis, 2011; Morgan & Henrion, 1990; 
Schrader et al., 1993).

Another dimension of uncertainty can be introduced when data is lacking or 
if there is disagreement about its accuracy. Both of these limitations can make it 
difficult to come up with meaningful probability estimates in the projections of 
how different implementation options might unfold and thus reduce confidence 
in the prospects for successful implementation (McInerney et al., 2012; Lempert 
et al., 2002; Walker et al., 2010; Jarvis, 2011).

This has been the case, historically, with scholars who compared the im-
plementation challenges of efforts to address problems that had a very differ-
ent character in terms of the availability of accepted evidence about their causes 
and solutions. Describing these as “wicked” versus “tame” policy problems 
(Churchman, 1967; Rittel & Webber, 1973), scholars differentiated the underly-
ing uncertainty confronted during implementation into two different categories 
according to whether the policy problem’s causes and solutions were known or 
unknown. In Simon’s terms, this distinction was between “well-structured” and 
“ill- structured” problems (Simon, 1973; Head & Alford, 2013).

This is a problem throughout the policy process but also effects imple-
mentation. Thus, as Becker and Brownsen (1964) and others have pointed 
out, even when knowledge is plentiful, policy actors may be unaware of it and 
remain uninformed, thus pursuing implementation on the basis of ignorance 
rather than awareness. Better evidence can sometimes deal with this. But 
relative levels of understanding become even more critical when causal knowl-
edge about a subject is scarce, such as occurred with AIDS in the early 1980s 
and climate change during the 1990s. And policy actors may be unaware of 
their knowledge gap and can be hubristic or overconfident, or they may be 
aware of this problem and function with an attitude of prudent awareness 
(Becker & Brownsen, 1964). These alternative approaches are presented in 
Figure 7.3.
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As Stirling (2010) noted, the different epistemological situations in which 
policy-makers find themselves justifies distinctive implementation responses. For 
example, well-understood relationships within stable contexts may react well to 
routinization, although even when such a policy provides effective initial results 
changes in problem or policy contexts may render it ineffective over time (Nair & 
Howlett, 2015). And while some government policies are crafted in response to 
events that are “reasonably predictable”—such as cycles of commodity price swings, 
periods of inflation and unemployment, or longer-term demographic changes such 
as aging of populations or increasing urbanization—others are affected by policy 
events and futures that are more unpredictable, “unforeseen,” and “unprojectable,” 
or potentially “catastrophic” (Wardekker et al., 2010). In such circumstances it is 
prudent to design some reflexivity or robustness into policy implementation in order 
to foster adaptation or resilience in the face of change (Voss et al., 2006).

Implementing policy processes and programs that promote agility, however, 
requires care and forethought. Simply enhancing the discretion of managers or 
street-level administrators working in traditional bureaucratic organizations, for 
example, is unlikely to overcome knowledge barriers, locked-in policy routines 
and incentives to pursue short-term economies. Overcoming both short-term 
electoral and bargaining orientations that prevent or constrain adapting to change, 
and overcoming an emphasis in public administration toward routinization and 
narrowly defined considerations of efficiency, is required (Howlett & Mukher-
jee, 2014; Junginger, 2013; Bason, 2013; Mulgan, 2008). This in turn requires a 
conscious effort to design policy implementation that is capable of change and 
modification in order to address unexpected circumstances.

Figure 7.3 Policy Actors’ Knowledge and Comprehension Matrix

Nature of Existing Knowledge of a Phenomenon

Aspects of the problem 
and possible solutions are 
generally known

Aspects are unknown

Nature of 
 Decision-Makers 
or Implementer 
 Awareness of 
 Existing Knowledge 
of a Phenomenon

Aware

Known-Known:

Key policy actors are 
aware of the known as-
pects of a phenomena
(INFORMED AWARENESS)

Known-Unknown:

Key policy actors are 
aware that certain aspects 
of the phenomenon are 
unknown
(PRUDENT AWARENESS)

Ignorant

Unknown-Known:

Key policy actors are 
 unaware of known aspects 
of a phenomenon
(UNINFORMED 
IGNORANCE)

Unknown-Unknown:

Key policy actors are un-
aware that certain aspects 
of the phenomenon are 
unknown
(IMPRUDENT IGNORANCE)
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Implementation Capacity

Whether or not implementation follows the desired course, however, is a com-
plex matter. First, governments must have the policy capacity needed to imple-
ment their preferred choices of action (Davis, 2000). Parsons (2004), for example, 
defined policy capacity as the “weaving” function of modern governments—the 
ability to join together the multiplicity of organizations and interests to form a co-
herent policy fabric. Holmberg and Rothstein (2010) and Rotberg (2014) similarly 
go well beyond policy formulation in emphasizing the systemic and structural 
preconditions of good governance, such as honesty, rule of law, merit appoint-
ments, social trust, and legitimacy, which serve as key components of implemen-
tation capacity (Holmberg et al., 2009, Rotberg, 2014).

The significance of capacity and governance issues can be seen in the results 
of numerous efforts at policy and administrative reform that have been pursued 
in recent decades. Many of these efforts have featured waves of management 
reforms and administrative restructuring, privatizations, de-regulation, and re- 
regulation and the like (Ramesh & Howlett, 2006), and can be characterized as 
efforts to shift between different modes of governing (Treib et al., 2007). For ex-
ample, the sentiment behind many reform efforts and coalitions in the 1980s and 
1990s favoured transitions from government service delivery and regulation to 
more market-based governance regimes. Recently, the trend has shifted from hi-
erarchical and market forms of governance to more network-oriented governance 
relationships (Lowndes & Skelcher, 1998; Lange et al., 2013; Weber, Driessen, & 
Runharr, 2011).

Even more recent reforms in many countries and sectors have sought to 
reverse excesses in “de-governmentalization” from past initiatives, often intro-
ducing hybrid governance designs (Ramesh & Howlett, 2006; Ramesh & Frit-
zen, 2009). Many proponents, for example, claim “collaborative governance” 
combines the best of government- and market-based arrangements by sharing 
governance among public and private actors in a policy subsystem (Rhodes, 
1997). Because of these ongoing reforms, many sectors from health to edu-
cation now exhibit a multiplicity of approaches in implementation—relying 
upon regulation, bureaucratic oversight, and service delivery—as well as both 
 market- and network-based hierarchical and non-hierarchical approaches such 
as markets, voluntary organizations, and, increasingly, co-production (Brand-
sen & Pestoff, 2006; Pestoff, 2006; Pestoff et al., 2012; Pestoff et al., 2006). 
These layers of older and newer approaches to governing policy implementa-
tion are set out in Figure 7.4.

Not all of these reforms have succeeded (Ling, 2002), not least because per-
formance depends in large part on the capacity required to meet existing con-
ditions (Howlett, 2009). That is, each mode of governance requires a high level 
of state and actor capacity in order to function effectively (Bullock et al., 2001). 
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Whether such capacity exists and how it is mobilized is a significant but little 
understood factor affecting the effectiveness and efficiency of implementation 
(Canadian Government, 1996).

Actors and Activities in Policy Implementation
A conspicuous aspect of implementation is the sheer number of actors involved 
in the process of delivering policy programs and services. Although not as expan-
sive as agenda-setting, implementation both affects and is affected by many ac-
tors who continue to (re-)define problems and solutions in a given policy domain. 
These may include actors who played only marginal roles in policy formulation 
and decision-making deliberations but who then come to the fore as the policy is 
put into practice (May, 2003). Relatively minor administrative complications can 
then trigger efforts to reverse decisions through attacks on the goals and objec-
tives behind the program.

Despite this plethora of players, however, the bureaucracy is always a sig-
nificant actor in, and a decisive factor underpinning, policy implementation, 
whether it plays the role of overseeing other actors or directly delivering out-
puts. While politicians are indispensable actors in the decisions that enable 
implementation to proceed and can play an active role in subsequent oversight 
and evaluation efforts, most of the day-to-day activity required to deliver pol-
icy typically falls within the purview of salaried public servants. This is be-
cause of the key role played by laws codifying the results of decision-making 
and empowering state agencies to put those decisions into practice (Keyes, 
1996; Ziller, 2005).

Different bureaucratic agencies at various levels of government (national, 
state or provincial, and local) are usually involved in implementing policy, each 
carrying particular interests, ambitions, and traditions that affect the implemen-
tation process and shape its outcomes, in a process of “multi-level” government or 
governance (see Bardach, 1977; Elmore, 1978; Bache & Flinders, 2004).

Implementation by public agencies is often an expensive, multi-year effort 
involving continued struggle for resources and support. Politicians, agencies, and 
other members of policy subsystems may well use the implementation process 
as simply another opportunity for continuing the conflicts they may have lost at 
earlier stages of the policy process. Such processes, of course, greatly complicate 
implementation and move it further away from being simply a technical exercise 
of decision-processing (Nicholson-Crotty, 2005).

In most countries, traditional or civil or common laws form a “default” or 
basic set of principles governing how individuals interact with each other and 
with the state in their daily lives. These laws are often codified in writing—as is 
the case in many continental European countries—but they may also be found 
in less systematic form in the overall record of precedents set by judicial bodies, 
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as is the case in Britain and its former colonies. Even in these so-called common 
law countries, statutory laws are passed by parliaments to replace or supplement 
the civil or common law (Gall, 1983; Bogart, 2002). These statutes take the form 
of acts, which, among other things, usually also create a series of rules to be 
followed in implementing particular policies, as well as a range of offences and 
penalties for noncompliance with policy.

Statute law usually also designates a specific administrative agency or min-
istry as empowered to make whatever regulations or administrative rules are re-
quired to ensure the successful implementation of the goals embodied in the 
enabling legislation. Regulations giving effect in specific circumstances to the 
general principles codified in laws are then prepared by civil servants employed 
by public agencies, often in conjunction with target or “clientele” groups (Kagan, 
1994). Regulations cover items ranging from the standards of behaviour or per-
formance that must be met by target groups to the criteria used to administer 
policy. These serve as the basis for licensing or approval and, although unlegis-
lated, provide the de facto source of direction for most implementation processes. 
As was discussed in Chapter 5, this approach to implementation is sometimes 
referred to as “command-and-control” regulation whereby a command is given 
by an authorized body and the administration is charged with controlling the 
target group to ensure compliance (Sinclair, 1997; Kerwin, 1994, 1999; Baldwin 
& Cave, 1999).

Figure 7.4 Governance Modes Employed in Implementation
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Although recent efforts have been made to supplement or replace this mode 
of implementation with one that relies more on collaboration or incentives (Free-
man, 1997; Armstrong & Lenihan, 1999; Kernaghan, 1993), in the modern era, 
rules-based implementation prevails in all but the worst instances of dictatorship 
or personal authority. Instructions may be issued through compliant legislatures 
but also directly from the executive to the administration. These types of legal 
processes are a necessary part of adapting sometimes very general statements of 
intent with respect to policy choices to the actual circumstances and situations 
that must be engaged to advance the policy output that was ratified. Even in the 
case of efforts to develop more collaborative relationships with target groups, ad-
ministrative actions must still be based on legal authority provided by legislatures 
and executives (Grimshaw et al., 2001; Klijn, 2002; Phillips & Levasseur, 2004).

The usual form of such administrative venues is the ministry or department, 
and the actual practice of administering policy and delivering services is per-
formed overwhelmingly by civil servants in such agencies. However, other forms 
of quangos (Hood, 1986; Koppell, 2003), ranging from state-owned enterprises 
(Stanton, 2002; Chandler, 1983; Laux & Molot, 1988) to non-profit corpora-
tions and bodies (McMullen & Schellenberg, 2002; Advani & Borins, 2001) and 
 public–private partnerships (English & Skellern, 2005; Hodge & Greve, 2007), as 
discussed in Chapter 5, can also become vehicles for service delivery.

This does not, however, exhaust the types of state agencies involved in im-
plementation, which also include organizations designed to perform specific tasks 
related to service delivery without being directly or indirectly involved in its man-
agement. Among these are various kinds of tribunals, such as independent regula-
tory commissions, that exist at arm’s-length from the government and develop the 
rules and regulations required for administration (Cushman, 1941; Braithwaite 
et al., 1987; Christensen & Laegreid, 2007). Other forms of implementing agen-
cies are the administrative appeal board and various types of commissions and 
tribunals created by statute or regulation to perform many quasi-judicial func-
tions, including appeals concerning licensing, certification of personnel or pro-
grams, and the issuance of permits. Appointed by government, administrative 
tribunals and boards usually represent, or purport to represent, some diversity of 
interests and expertise and are expected to monitor the public–private interface 
in goods and service delivery without displacing non-state actors in the produc-
tion and distribution of various kinds of goods and services.

Public hearings may be statutorily defined as a component of such adminis-
trative process and operate to secure regulatory compliance. In most cases, how-
ever, such hearings are held at the discretion of a decision-making authority and 
are often after-the-fact public information sessions rather than true consultative 
devices (Talbert et al., 1995; Grima, 1985). Specialized advisory boards and com-
missions (Brown, 1955, 1972; Smith, 1977) often supplant public consultations, 
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yielding more expert views on specific regulatory activities than open public hear-
ings would typically provide, but also allowing some subsystem members to exer-
cise inordinate influence on policy implementation (Dion, 1973).

Thus, while state officials remain an important force in the implementation 
stage of the policy process, advisory and quasi-governmental agencies allow them 
to be joined by members of the relevant policy subsystems, as the number and 
type of policy actors return to resembling those found at the formulation stage 
(Bennett & McPhail, 1992). Just as they do during formulation, target groups, 
that is, groups whose behaviour is intended or expected to be altered by govern-
ment action, play a major role in the implementation process (Donovan, 2001; 
Kiviniemi, 1986; Schneider & Ingram, 1993).

The political and economic resources target groups can deploy in this pro-
cess certainly have an impact on policy implementation (Montgomery, 2000). 
Powerful groups affected by a policy can influence the character of implementa-
tion by supporting or opposing it through lobbying and spending. Thus, regulators 
will commonly strike compromises with groups, or attempt to use the groups’ 
own resources in some cases, to make the task of implementation simpler or less 
expensive (Giuliani, 1999). Although often done informally in some jurisdictions, 
such as the United States, more formal efforts have been made to develop admin-
istrative and procedural standards through negotiation between regulators and 
regulated (Coglianese, 1997).

Changing levels of public support for a policy can also affect implementation. 
Many policies witness a decline in support after a policy decision has been made, 
enabling administrators to vary the original intent of a decision (see Hood, 1983, 
1986a). Bureaucrats thus possess considerable influence, whether they seek it 
or not, in shaping the policy initiatives they engage in implementing. How these 
influences play out depends on the mix of ideas, beliefs, and interests that flow 
through implementation in multiple streams.

Multiple Streams and Actors in Implementation

In seeking to understand the effort that actors will devote to implementation, it 
can help to build upon Kingdon’s examination of policy actors during agenda-set-
ting that led to development of his Multiple Streams Framework, discussed in the 
context of agenda-setting in Chapter 4. We can interpret how actors will work 
to deliver policy outputs by considering the influence of Kingdon’s original three 
streams and then exploring the effect of two further streams that flow through 
policy implementation. Once actors begin preparing to deliver policy outputs in 
the formulation stage, they create a process stream that can also shape the de-
sign of implementation procedures. And the program stream that commences 
flowing when a positive decision to proceed with policy is taken gets filled with 
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organizational elements that can influence both instrument choice and calibra-
tion. How these streams orient policy actors during implementation is thus worth 
considering.

The Problem Stream

In conveying the ideas and insights about challenges facing society, the problem 
stream contributes a source of impetus for action during policy implementation. 
Rather than relying on particularistic terminology to describe the specific mean-
ings that subgroup of actors creates during to the implementation process, draw-
ing upon the problem stream can reveal goal orientations that are transferable 
and comparable across policy subsystems. As discussed in Chapter 4, researchers 
can look to “epistemic communities,” a term developed in the international rela-
tions literature to describe groups of scientists involved in articulating and delim-
iting problem spaces in areas such as oceans policy and climate change (Gough & 
Shackley, 2001; Haas, 1992; Zito, 2001), as relevant sources of problem specifica-
tion and significance that motivate efforts to deliver policy outputs.

The academic exploration of epistemic communities thus far has been domi-
nated by examples from environmental policy, a space where science and politics 
often clash over understanding problems that could pose an existential challenge 
to human survival over time, and usually in the context of agenda-setting or pol-
icy formulation. Thus, Haas first described the “epistemic communities” involved 
in these deliberations as a diverse collection of policy actors including scientists, 
academics experts, public-sector officials, and other government agents who are 
united by a common interest in or a shared interpretation of the science behind 
an environmental dilemma (Gough & Shackley, 2001; Haas, 1992). The princi-
pal effect of these epistemic communities was to influence “policy innovation 
not only through their ability to frame issues and define state interests but also 
through their influence on the setting of standards and the development of regu-
lations” (Adler & Haas, 1992).

These problem-defining actors who can be found in epistemic communities, 
from scientists to political partisans and others depending on the case, however, re-
main active beyond agenda-setting and into policy formulation by contributing to dis-
courses within the problem stream that advance the definition of broad policy issues 
or problems that cross over into policy implementation and evaluation, the subject of 
Chapter 8 (Cross, 2015; Hajer, 1997, 2005; Howlett et al., 2009; Knaggård, 2015).

Knowledge regarding a policy problem is the “glue” that unites actors 
within an epistemic community, and connects them with those actors involved 
in political negotiations and practices around policy goals and solutions as well 
as those, discussed below, who specialize in the development, design, and ar-
ticulation of policy tools used in pursuit of solutions (Biddle & Koontz, 2014). 
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In their contribution to agenda-setting, epistemic communities can influence 
the activities of other actors, thus helping to guide the subsequent direction 
of the policy process. This path-dependent evolution of problem definition 
indicates, as Adler & Haas (2009) noted, that “the effects of epistemic in-
volvement are not easily reversed. To the extent to which multiple equilibrium 
points are possible . . . epistemic communities will help identify which one is 
selected” (Adler & Haas, 1992). This, in turn, heavily influences implementa-
tion activities by shaping the goals and outcomes that participants will strive 
to either advance or resist, depending on their position on the legitimacy of the 
problem.

The Policy Stream

As we saw in Chapter 4, the epistemic communities that can play a formative 
role in articulating problems on the policy agenda are separate and distinct from 
another group of policy actors who generate ideas about preferred solutions to the 
problems facing government and society.

These sources of solutions that flow through the policy stream have been 
labelled “instrument constituencies” by Voss & Simons (2014). Unlike epistemic 
communities that focus on translating societal challenges into clear-cut prob-
lems that policy-makers can act upon, instrument constituencies embrace par-
ticular policy tools and generate information about the design and efficacy of 
these tools in order to facilitate their uptake. Think tanks, for example, often act 
as key players in instrument constituencies, as they provide policy-makers with 
“basic information about the world and societies they govern, how current poli-
cies are working, possible alternatives and their likely costs and consequences” 
(McGann et al., 2014: 31). Universities, interest groups, industry associations, 
and labour unions can also be found as frequent participants in instrument con-
stituencies, with the actual mix of actors depending on the type of instrument 
being endorsed.

Advocacy for particular tools or combinations of tools to address a range of 
problem areas are directed with the intent to shape the methods and mecha-
nisms developed to pursue policy options during formulation, but these interests 
and activities also affect implementation. That is, constituencies are “networks 
of heterogeneous actors from academia, policy consulting, public policy and ad-
ministration, business, and civil society, who become linked as they engage with 
the articulation, development, implementation and dissemination of a particular 
technical model of governance” (Voss & Simons, 2014). What unites these actors 
is the role they play in articulating “the set of stories, knowledge, practice and 
tools needed to keep an instrument alive both as model and implemented prac-
tice” (Voss & Simons, 2014).
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The Politics Stream

“Advocacy coalitions,” as Sabatier and others who conceptualized them (Sabatier & 
Weible, 2007; Schlager & Blomquist, 1996), direct their input into agenda- setting 
and policy formulation, but, like epistemic communities and instrument constit-
uencies, also remain active in implementation and policy evaluation. These actors 
compete to get their preferred problem definitions and solutions adopted during 
each stage of the policy cycle.

Some politically influential participants in advocacy coalitions exhibit a 
higher profile in the policy subsystem than either the “hidden cluster” of sub-
stantive experts who explore the nature of problems in epistemic communi-
ties or the instrument constituencies that promote preferred means of solution, 
while others exercise their impact by working more subtly. For example, in the 
United States, actors contributing to implementation can include “the President 
and his high-level appointees, prominent members of the Congress, the media 
and such elections-related actors as political parties and campaigns” (Kingdon, 
2011: 64), while less conspicuous actors include lobbyists, political party brokers 
and fixers, and other behind-the-scenes advisors and participants (Weishaar 
et al., 2015).

The Process Stream

Once governments get focused on solving a problem that has entered the policy 
agenda, a structure for the analysis and engagement of potential solutions needs 
to be developed. The results of such deliberation, which pick up momentum in 
the formulation stage, create outputs that flow into a process stream that joins 
Kingdon’s classic three streams as a conceptual focus, revealing another locus 
of influence on implementation in which, as set out above, administrators and 
public servants play a key role. Actors in the process stream inputs offer guidance 
on who will do what when it comes time to deliver policy. Not only does this divi-
sion and specification of labour help to clarify the relationship between different 
levels of government in policy delivery, but it also sets the boundaries for the 
working relationship between the state and civil society.

Indeed, bureaucrats typically bring the endemic intra- and inter-organiza-
tional conflicts of public agencies into their work in policy implementation (Dye, 
2001), and such tensions and rivalries are usually addressed at least initially in 
the formulation stage when different policy options have to be developed, inter-
preted, and prioritized for decision-makers. But different bureaucratic agencies at 
various levels of government (national, state or provincial, and local) are usually 
involved in implementing policy, each carrying particular interests, ambitions, 
and traditions that affect the implementation process and shape its outcomes, in 
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a process of “multi-level” government or governance that echoes these concerns 
and carries them over into implementation (see Bardach, 1977; Elmore, 1978; 
Bache & Flinders, 2004). The procedural principles that were initiated in for-
mulating and presenting policy options, carry through into implementation and, 
provide direction in how these relationships will be navigated during the practice 
of implementation.

The Program Stream

As noted above, implementation follows a positive decision to proceed with policy 
and features the introduction of a new “program” stream. Norms, precedents, and 
standard operating procedures are key components in the program stream that 
give weight to the procedures and practices through which policy outputs are 
produced.

The political stream remains active, and in some countries with corrupt or 
highly politicized administrations political actors may be highly influential on pro-
gram and policy delivery, with inputs from advocacy coalitions flowing through 
the politics stream tend to exert an effect on implementation. But more often, 
as described earlier in the chapter, policy implementation relies on civil servants 
and administrative officials to establish and manage the necessary actions, their 
organizational norms and structures generate an ongoing flow of knowledge, ex-
perience, expertise, and values that contributes to shaping the execution and 
evolution of policy outputs. Non-governmental actors who are part of the policy 
subsystem can also contribute to implementation activities, of course, and espe-
cially in various forms of collaborative governance will be similarly influential in 
implementation (Answell & Gash, 2008; Kekez et al., 2019).

Implementation Theories
Implementation studies have been shaped by the theoretical debates, discussed 
in Chapter 2, between neo-classical or public choice adherents and welfare 
economists on the proper role of the state in the economy. While most econo-
mists, for example, prefer voluntary instruments that allow markets to operate in 
the most unfettered fashion, as we have seen some welfare economists endorse 
the use of more authoritative instruments in order to correct market failures 
(Bator, 1958; Economic Council of Canada, 1979; Utton, 1986; Howse et al., 
1990). In contrast, neoliberal economists accept public authority only for pro-
viding pure public goods; any other usage is viewed as distorting the market and 
yielding suboptimal outcomes (Breyer, 1979, 1982; Posner, 1974; Stigler, 1975; 
Wolf, 1987). These approaches to society and governance in general affect the 
kinds of tools and activities which their proponents would like to see in policy 
implementation.



7  Policy Implementation  ❖   231

Welfare economists’ greater openness to state intervention, for example, leads 
them to more systematic analyses of policy instruments and implementation than 
many classical or neo-classical economists. However, like their neoliberal col-
leagues, welfare economists still treat implementation and instrument choice as a 
technical exercise that consists of evaluating the features of various instruments, 
matching them to different types of market failures, estimating their relative 
costs, and choosing and administering the instrument that most efficiently over-
comes the market failure in question (Mitnick, 1980; Stokey & Zeckhauser, 1978; 
Weimer & Vining, 1992).

Other economists use public choice theory to explain the ways instruments 
are used and the patterns of implementation that results from their deployment. 
Again, as we saw in Chapter 2, it is argued that democratic politics leads states to 
choose instruments that provide concentrated benefits to marginal voters while 
spreading the costs to the entire population (see Buchanan, 1980; Trebilcock & 
Hartle, 1982; Wilson, 1974). Public choice theory thus argues that in a democracy 
the self-serving behaviour by voters, politicians, and bureaucrats promotes an in-
creasing tendency to tax and spend, and to regulate and nationalize private activity. 
To gain electoral advantages, it is claimed, governments choose instruments that 
do not immediately reveal their costs to the voters who ultimately pay for them.

While incorporating a political calculus of instrument choices improves on 
earlier economic analyses, the public choice perspective does not explain system-
atic patterns of instrument choices very well. It is very difficult, for example, to 
match types of instruments with patterns of the distribution of costs and bene-
fits (Wilson, 1974) since one must first know whether governments seek to claim 
credit or avoid blame for the action being undertaken (Weaver, 1986; Hood, 2002).

Economic explanations of instrument use and implementation thus tend to 
be overly deductive and lack a solid empirical base in actual implementation prac-
tices. Political scientists, geographers, sociologists and others, on the other hand, 
tend to study a wider variety of factors influencing instrument choices using more 
empirical evidence. To those looking for theoretical parsimony, however, they may 
not appear as elegant as the findings generated by economists, but the models and 
ideas they have developed do help to grapple with the complexity of actual policy 
delivery and inductively develop a plausible theory of instrument use in policy 
implementation (see Howlett, 1991).

One oft-cited political science approach to understanding policy instrument 
choice and policy implementation was developed by Bruce Doern and several 
 Canadian associates in the early 1980s which is quite powerful (Doern, 1981; Phidd 
& Doern, 1983; Tupper & Doern, 1981). Assuming that all instruments are tech-
nically substitutable, they argued that in liberal-democratic societies governments 
would simply prefer to use the least interventionist instruments available. These, 
generally, would involve the least cost and effort while complying with the funda-
mental ideological faith in markets held by liberal-democratic governments along 
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with constitutional and institutional constraints on government action in place in 
most jurisdictions. A government would only “move up the scale” toward the use of 
more “interventionist” or coercive instruments as necessary to overcome any soci-
etal resistance it encountered to achieving its aims. Doern and his colleagues thus 
suggested, contra the public choice model, that a typical pattern of instrument use 
was for governments to begin with minimally authoritative activities such as exhor-
tation and information provision and move slowly, if at all, toward direct provision.

Looking beyond studies of instrument use, however, the literature on pol-
icy implementation has inherited a tradition of atheoretical work from public ad-
ministration, which has been exacerbated recently by the addition of an equally 
descriptive set of works in public management. As a result, the study of policy 
implementation is fractured and largely descriptive, with several proto-theories of 
implementation behaviour competing for attention—from network management 
to principal–agent theory, game theory and others.

First Generation: Borrowing from Public Administration

Until the early 1970s, implementation was often regarded as unproblematic, 
despite the evidence from an accumulation of century-old literatures in public 
administration, organizational behaviour, and management (Wilson, 1887; Good-
now, 1900; Gaus, 1931). Many early policy researchers ignored or downplayed 
the political pitfalls arising at this stage of policy-making, for example, assum-
ing that once a policy decision was made, the administrative arm of government 
would simply carry it out (Hargrove, 1975). However, this view began to change 
with the publication of Pressman and Wildavsky’s (1973) now classic assessment 
of the complexities and challenges of program implementation. Their study of 
job-creation programs for unemployed inner-city residents of Oakland, Califor-
nia, showed that implementation was not actually being carried out in the man-
ner anticipated by policy-makers (van Meter & van Horn, 1975; Bardach, 1977) 
and similar research in other countries reached similar conclusions (Hjern, 1982; 
Mayntz, 1979). The upshot of these findings was a more systematic effort in the 
1980s to understand the factors that influenced implementation in practice (Sa-
batier & Mazmanian, 1981).

Second Generation: Borrowing from Organization Theory

In the second generation of implementation studies scholars drew on organization 
theory to rethink implementation challenges. These efforts quickly became em-
broiled in a dispute over the most appropriate focus for analyzing implementation: 
the so-called “top-down” versus “bottom-up” debate (Barrett, 2004). This was as 
much a debate about agency as methodology and some studies presented pol-
icy implementation to be most successful when viewed as a “top-down” process 
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whose mechanisms ensured that implementing officials could keep to the origi-
nal intent of the public officials who had ratified the policy.

This top-down perspective was opposed by a more “bottom-up” approach, 
which examined the actions of those affected by and engaged in the front lines 
of policy delivery (Sabatier, 1986). Here, effectiveness was seen to arise from the 
adaptive behaviour of “street-level bureaucrats” seeking to attain and sustain the 
means to achieve policy goals on the ground (Lipsky, 1980). Studies conducted 
in bottom-up fashion showed that the success or failure of many programs often 
depended on the commitment and skills of the actors directly involved in imple-
menting programs (Lipsky, 1980).

While both of these approaches generated valuable insights, like many sim-
ilar dichotomous debates in policy studies, they tended to ossify into hardened 
positions that stifled conceptual development and research, leading to calls in the 
late 1980s and 1990s for new approaches that would yield more “scientific” imple-
mentation research (see Lester et al., 1987; Goggin et al., 1990; deLeon, 1999a).

Third Generation: Rationalist Theories and Game Theories

Many implementation scholars subsequently moved beyond the top-down versus 
bottom-up debate during the 1990s, yielding what Malcolm Goggin and his col-
leagues labelled the “third generation” of implementation research (Lester & Gog-
gin, 1998; O’Toole, 2000b). In addition to studies using the insights of recent models 
of administrative behaviour such as game theory and principal–agent models of 
behaviour (e.g., Scholz, 1984, 1991; Hawkins & Thomas, 1989a)—which focused 
on the nature of enforcement involved in traditional administrative techniques—an 
attention to choosing and using policy instruments emerged. Rather than studying 
the purely administrative concerns of putting a program into practice, this approach 
considered implementation as an attempt to apply the tools of government to resolv-
ing policy problems (see Salamon, 1981; Mayntz, 1983; Bobrow, 2006).

In the 1990s, authors drew upon rationalist economic theories to understand 
implementation. Game theories and principal–agent theories were incorporated 
into this line of thinking.

Game Theory
Game theory concepts were applied to studying implementation in search of 
explanations for the administrative behaviour involved in the promotion of pol-
icy compliance. Regulatory theorists such as Keith Hawkins (1984) and John 
Thomas (Hawkins & Thomas, 1989) in the UK had long noted how distinct reg-
ulatory styles could be observed in different sectors and jurisdictions (Kagan, 
1994, 1996). They concluded that, broadly speaking, regulators could construct 
oversight systems based on either coercion or persuasion. This insight was taken 
up by analysts such as John Scholz (1984, 1991) to operationalize game-theoretic 
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principles during regulatory implementation. Scholz demonstrated that the incen-
tives and payoff for compliance and noncompliance on the part of the regulated 
could be matched to payoffs and incentives for regulators to pursue education or 
enforcement as implementation strategies.

A typical implementation strategy, therefore, would be one in which regu-
lators initiate implementation with efforts at persuasion, yielding outputs that 
often would not motivate adequate compliance among the regulated. This would 
lead regulators to move toward more coercive rules in the next iteration of policy 
outputs, yielding a worse situation for both regulators and the regulated, who 
would face, respectively, high enforcement and high compliance costs. The strat-
egy would then progress to an intermediate position in which coercion would be 
scaled back in exchange for compliance by the regulated, although this would be 
an unstable equilibrium requiring monitoring and periodic temporary increases 
in coercion on the part of regulators to maintain compliance.

This application of game theory to regulatory implementation generated in-
teresting insights. However, it did not take into account a second key dimension 
of the implementation situation highlighted by the top-down versus bottom-up 
debates: the divisions within the state itself that affect the ability of implemen-
tation on the ground to match the aims and expectations of those decision-mak-
ers who sanctioned proceeding with a policy. This resulted in the deployment 
of another game theory model to the implementation analysis: that of principal–
agent theory.

Principal–Agent Theory
As discussed above and in earlier chapters, administrative activity is affected by 
the changing social, economic, technological, and political contexts of implemen-
tation (Hutter & Manning, 1990). Changes in social conditions may affect the 
interpretation of a policy problem that prompts adjustment of established pro-
grams. For example, many of the challenges faced by social security programs in 
industrialized countries arise from the fact that they were not designed to cope 
with the ever-increasing lifespan, and a commensurately aging population, nor 
with continuous high rates of unemployment.

Changes in economic conditions can similarly impact social policy. A pro-
gram targeting the poor and unemployed, for instance, is more likely to face pres-
sures for change after an economic upturn or downturn. New technology also 
can be expected to change policy implementation options, such as when a more 
effective or cheaper pollution control technology prompts adjustments in environ-
mental regulation. A new government may also trigger changes in the way policies 
are implemented. Conservative governments, for example, have been known to 
tighten the availability of social security programs established by labour or so-
cialist governments without necessarily changing the policy itself (Mazmanian & 
Sabatier, 1983: 31).
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Because of such variations, civil servants often acquire a great deal of dis-
cretionary authority in implementation, pursuing policy goals under changing en-
vironments. And as noted in earlier chapters, civil servants also tend to become 
more expert in an administrative area than the generalists who staff political of-
fices. As a result, civil servants can often decide how and to whom the laws will 
be applied (Calvert et al., 1989; McCubbins et al., 1987, 1989), placing politicians 
and administrators in a particular kind of principal–agent relationship, such as 
those commonly found in associations between lawyer and client, physician and 
patient, or buyer–broker–seller. This is one in which the principal is dependent 
on the goodwill of the agent to further his or her interests when it may not be in 
the interests of the agent to do so (Ellig & Lavoie, 1995; Francis, 1993; Banks, 
1995). The particular dynamics of this relationship affect the tenor and quality 
of their interactions and limits the ability of political “principals” to circumscribe 
effectively the behaviour of their erstwhile “agents” (Bozeman, 1993; Milward & 
Provan, 1998).

One principal–agent problem that has long been recognized by policy re-
searchers, for example, is the tendency for regulators (the agents in this case), 
over time, to identify more with the needs of the regulated than with their erst-
while political principals. At the extreme, this tendency is thought to undermine 
the regulatory structure and trigger its demise and replacement (Bernstein, 1955). 
This theory of regulatory capture is based on flaws in the principal–agent rela-
tionship that encourage such behaviour. Career patterns where individuals move 
back and forth between the government bureaucracy and industry employment 
over time will consciously or unconsciously blur their interests and ambitions (Sa-
batier, 1975).

Principal–agent theory pointed to the implications of the design of admin-
istrative structures for effective implementation and underlined the importance 
of mechanisms that ensure effective oversight of administrative actors by their 
political “masters.” This focus extended the insight of “bottom-up” implemen-
tation studies of the need for structures allowing senior officials to control 
street-level ones while granting those on the ground enough autonomy to per-
form their work effectively (McCubbins & McCubbins, 1994; McCubbins & 
Schwartz, 1984). However, like game theory, it primarily described the logic of 
structurally constrained implementation behaviour rather than implementation 
processes per se.

Fourth Generation Implementation Theory: 
Taking Capacity Seriously

In recent years, many authors studying policy implementation have focused at-
tention on deeper capacity issues underlying effective implementation. From 
this perspective, the question of how to implement a policy must take account of 
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the capacity possessed by the relevant agencies to carry out plans and programs. 
Based on this capacity assessment, policy-makers should either temper the goals 
to match the capacity or take initiative to build the requisite level of capacity (Wu 
et al., 2015).

As we have seen, at its heart, policy capacity is a function of three inter-
active dimensions of competences or skills that affect government’s ability to 
perform policy functions: analytical capacity to understand what needs to be 
done and assess different ways of doing it; operational capacity to coordinate and 
organize the collective efforts required to implement policies; and political ca-
pacity to mobilize resources and support for the policy (Wu et al., 2010; Tiernan 
& Wanna, 2006; Gleeson et al., 2009; Gleeson et al., 2011; Fukuyama, 2013; 
Rotberg, 2014).

These three sets of skills need to exist not only in the authorized imple-
menting agencies but also at the level of individual implementers as well as 
system-wide.

Resources or capabilities must exist at the individual level that allow indi-
vidual policy workers (Colebatch, 2006; Colebatch et al., 2011) and managers 
(Howlett & Walker, 2012) to participate in and contribute to designing, deploy-
ing, and evaluating policies. It includes not only their ability to analyse but also to 
learn and adapt to changes as necessary.

Resources must also be available at the level of the organization. These are 
aspects of the structure and makeup of policy-relevant organizations that affect 
their members’ ability to perform policy functions. Organizational features that 
unduly circumscribe individual decision capabilities or sap morale among policy 
workers, for example, can undermine an agency’s ability to acquit its functions. 
The organizational conditions most relevant to policy capacity include those 
related to information, management, and political support (Tiernan & Wanna, 
2006; Gleeson et al., 2011).

Finally, system level capabilities include the level of support and trust a 
public agency enjoys from its political masters and from the society at large 
(Blind, 2006). Such factors are critical determinants of organizational capabil-
ities and thus shape public managers” capability to perform their policy func-
tions. Political support for both from both above and below is vital because 
agencies and managers must be considered legitimate in order to access re-
sources from their authorizing institutions and constituencies on a continuing 
basis, and such resources must also be available for award in the first place 
(Painter & Pierre, 2005).

Not all capacities are, of course, equally necessary for all functions. Some 
functions may require more of one capacity than others. Monetary authorities, for 
example, typically require more analytical capacity while their law enforcement 
counterparts need more organizational capacity. A modicum of political capacity 
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is essential for all policy tasks but is especially necessary when pursuing changes 
in difficult areas such as agricultural, environmental or pension reforms. If these 
critical capacity deficits are not taken into account then any short-term gain en-
joyed by pandering to contemporary political preferences are likely to be offset 
later when the consequences of governance failures and poor institutional design 
become apparent (Hood, 2010; Weaver, 1986).

Conclusion: Implementation Styles and  
Long-Term Instrument Preferences
The central assumption of most approaches to policy implementation is that it 
is most influenced by a combination of political factors related to state capac-
ity and the complexity of the subsystem within which the problem is embedded 
( Atkinson & Coleman, 1989).

The set of functions practically associated with implementation is best un-
derstood as a “continuum of strategic and operational task functions” (Brinkerhoff 
& Crosby, 2002: 25). Functions necessary for implementation must be addressed 
throughout the policy process, from high-level strategic design considerations 
(such as constituency building) to concurrent operational-level design and capac-
ity-building mechanisms such as project management techniques. Failing such 
anticipatory development of means and methods, large gaps are likely to loom 
between policy intentions and actual execution. Two of the academic founders of 
the study of implementation, Jeffrey Pressman and Aaron Wildavsky, captured 
the mood of early implementation research in the subtitle to their classic text Im-
plementation (Pressman & Wildavsky, 1973), “How great expectations in Wash-
ington are dashed in Oakland; Or, Why it’s amazing that federal programs work 
at all.”

There are six functional categories of implementation prerequisites that re-
cent studies urge should be developed before a policy is implemented:

1. Policy design. Among the necessities for an effective policy design, we 
can distinguish between substantive policy content and the resources 
made available for producing these outputs and outcomes. Are clear, 
consistent statements of objectives and criteria for successful outcomes 
provided in the legal framework underpinning the policy? And are 
needed resources for realizing these results made available, or is a plan 
for resource mobilization in place?

2. Inter-organizational communication and enforcement capacity. This cat-
egory of preparation recognizes the need to communicate both substan-
tive and procedural attributes of policy among departments and levels 
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of government and between the state and civil society policy subsys-
tem participants. Among the most important categories of communi-
cation is the policy’s framework of accountability. Knowing who will 
be responsible for what outputs is crucial to effective implementation. 
Enforcement of those responsibilities is an essential element of imple-
mentation, which also requires inter-organizational structures to en-
force accountability.

3. Characteristics of the implementing agencies / disposition of implementers. 
The institutional characteristics of agencies can have a profound effect 
on implementation by shaping how lower level actors delivering policy 
outputs perceive and act upon upper-level directives. The disposition of 
individual implementers is closely linked to the characteristics of agen-
cies in which they are embedded—from the degrees of freedom that 
are permitted when interpreting policy on the front lines of delivering 
outputs to the perceptions about equity and fairness across the agency. 
It is also affected by other factors, such as their potential for incentives 
from non-agency sources. Aligning the key aspects of agency culture 
and accountability relationships with the tasks and expectations can 
smooth policy implementation, just as mismatches between who is ex-
pected to deliver policy and what these agents expect to do can derail 
implementation.

4. Connecting implementation outputs to their outcomes/impacts. The three 
categories above will jointly influence implementation outputs, which 
need to be linked to the impacts on the defined problem via their “pol-
icy logic.” If outputs follow the causal relationships that were foreseen 
during policy formulation, then the policy logic will be valid and out-
comes will begin to address the problem that policy was anticipated to 
address. But if that relationship does not hold up, then actors will need 
to assess whether the policy logic was valid to begin with, or whether 
causal relationships differ in practice from what was anticipated. Such 
early warning capacity can enable adapting implementation to avoid pit-
falls and problems that lead to failure.

5. Policy learning. Policy evaluation, to be explored fully in Chapter 8, 
focuses explicitly and systematically on drawing lessons about the re-
sults from policy-making initiatives. But learning about what works 
when pursuing policy objectives can occur throughout the policy cycle. 
To facilitate ongoing policy learning, implementation designs can build 
in mechanisms and procedures that assess results as they unfold, from 
identifying and collecting key indicators of policy impact to specifying 
assessment tools and techniques that should be applied during policy de-
livery. Implementation that builds such learning features into its design 
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can deliver greater adaptive capacity, by providing rapid feedback on pol-
icy success, or lack of it. Having capability for continuous detection of 
effects and impacts allows for policy adjustment during implementation, 
rather than only after formal evaluation, when problems and shortcom-
ings could spiral into a crisis. More informal and iterative adjustments 
enable operationalizing the incrementalist tradition of policy-making in 
implementation.

6. Managing the action environment. When policies are put into practice, 
bureaucrats and other participants in delivering outputs often need to 
deal with actions and reactions to their effort that extend beyond the 
target group and the causal relationships that were envisioned in the 
policy’s design. Important elements of this action environment can in-
clude the public sector’s institutional configuration, political support, 
and social and economic factors. This environment generates struc-
tural influences on policy development throughout the policy cycle, but 
during implementation it can create a reflexive dynamic wherein policy 
outputs either amplify conflicting forces that then generate disruptive 
feedback into policy delivery or those outputs can reinforce support 
for the established trajectory, as in the case of path-dependent policy 
feedback (Pierson, 2000a). Those engaged in policy implementation 
thus need to be ready for managing the intended and unintended con-
sequences of policy output on the environment beyond the policy tar-
get(s). For example, unanticipated effects on the action environment 
could shift stakeholder alignment in ways that create new support or 
opposition to a policy.

Study Questions
1. Why is it common for a gap to emerge between the intentions of decision- makers 

and the outcomes of implementation?

2. Is it harder to implement solutions to wicked problems than it is to formulate 
solutions to them? Why?

3. How does the role of bureaucracy differ in implementation from that of other 
actors?

4. What are some common barriers to implementation? Choose a policy topic and 
illustrate these implementation issues and how they might be overcome.

5. Why is implementation capacity important? How can it be enhanced?
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Chapter 8
❖

Policy Evaluation
Policy-Making as Learning

What Is Policy Evaluation?
Once a policy has been adopted and outputs are generated, questions arise 
 regarding the impacts and effectiveness of those efforts. To better understand 
how policies work out, governments as well as other members of the relevant pol-
icy subsystem conduct informal or formal assessments of policy outputs and out-
comes of varying intensity and sophistication. Such initiatives to determine how a 
public policy has actually fared in practice fall within the policy evaluation stage 
of the policy cycle framework. How evaluation is conducted and the influence 
that its substantive findings have on policy-making are the focus of this chapter. 
Once these effects are highlighted, the chapter considers the patterns of policy 
change that can result from different types of policy evaluation.

Definition

According to one mainstream definition, “policy evaluation assesses the effective-
ness of a public policy in terms of its perceived intentions and results” ( Gerston 
1997: 120). Value judgment—whether a policy is effective or not—is critical to 
evaluation, according to this definition. One may, and indeed many do, go fur-
ther and may include judgment on the worth or efficiency or equity effects of the 
policy in question. Thus, according to the OECD (2002), “Evaluation refers to the 
process of determining the worth or significance of an activity, policy, or pro-
gram.” This is still a narrow definition, however, because it does not cover evalu-
ations that seek to go beyond effects or inquire into the factors that shape those 
effects.
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This broader conception is captured in the definition by Vedung (2010), who 
defines policy evaluation as:

careful retrospective assessment of public-sector interventions, their or-
ganization, content, implementation and outputs or outcomes, which is 
intended to play a role in future practical situations . . .. It is not limited 
only to effects of interventions and activities at the outcome level (i.e. in 
society or nature) but also includes outputs, implementation processes, 
content and organization.

It is in this broad sense that we approach policy evaluation in this chapter.
The purpose of evaluation is to shed light on the actual experience of the 

policies on the ground. It cannot be assumed that policies will be implemented 
as intended, as we have seen in the preceding chapter. And even when imple-
mentation proceeds as intended, there are often many unintended effects, not to 
mention under- and over-achievement of set objectives.

First, evaluations seek to record what actually transpired, since implement-
ing agents will not take on producing this type of chronicle unless they are ex-
plicitly tasked with such documentation. This dimension of evaluation seeks to 
explain the specific processes, inputs, and activities that were deployed to imple-
ment the policy.

Next, evaluation looks to explain whether the intended results were achieved. 
To what extent? To what effect? Why or why not? Do the results vary across 
 socio-economic groups or geographic location? How were the results affected 
by specific activities undertaken? Finally, some evaluations seek to draw lessons 
from their assessment of what happened and what difference the results made. 
Can these lessons be used to improve the program? The scope of recommenda-
tions from evaluations can focus narrowly on components of the new policy, or 
range more widely to address systemic effects on policy outcomes.

The evaluation may thus focus on a single program or project, or a broader 
grouping of them to form a sector or theme. Governments and international or-
ganizations also conduct evaluations of particular agencies or offices delivering a 
program, such as when UNICEF evaluates its entire operation or one or more of 
its national offices.

History

Evaluation of government action is not something new, as ancient Egyptians, 
 Chinese, and Greeks are believed to have taken regular stock of their grain and 
livestock production (Imas & Rist, 2009). However, evaluation as we know it today 
began only after the emergence of empirical methods and the associated empha-
sis on rationality and the measurement of carefully observed phenomena in the 
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eighteenth century. The first systematic focus on policy evaluation emerged with 
the efforts to assess the quality of school systems in the United States during 
the nineteenth century. Heightened concerns about contagious diseases further 
expanded the practice of evaluation to public health programs.

Evaluation was further extended with the launch of the New Deal programs 
in the United States, which expanded social protection program delivery and ini-
tiated public infrastructure delivery in the wake of the Great Depression. After 
World War II, large-scale program expansion in the military, urban housing, job 
and occupational training, and health led to unprecedented interest in evaluation. 
The steady pace continued with the launch and expansion of social programs as 
a part of Lyndon Johnson’s “War on Poverty” during the 1960s. Elaborate and 
ambitious evaluation systems followed, such as the government-wide Planning, 
Programming, and Budgeting System (PPBS) implemented in the US in the mid-
1960s and the “monitoring for results” movement more broadly across the public 
sector in the 1970s and 1980s (Imas & Rist, 2009).

What these twentieth-century evaluation approaches shared in common 
was an unqualified faith in the potential rationality of policy-making—”radical 
rational ism” as it has been called (Vedung, 2010)—which peaked in the mid-
1970s. The thinking inspired careful quantitative analysis of program efforts and 
results in the name of enhanced efficiency and effectiveness.

By the 1970s, policy evaluation had become a full-fledged profession in the 
US and Europe, with the formation of professional associations of evaluators and 
the development of handbooks and standard methods of appraisal. The enthusi-
asm for rationalism waned during the 1980s, following recognition of the difficul-
ties many evaluations encountered in adhering to a strict methodology and, more 
importantly, the lacklustre or even negative results that flowed following the re-
ceipt of evaluation results and recommendations. In place of rationality, dialogue 
with stakeholders soon became a preferred approach to understanding policy im-
pacts, later articulated as “deliberative democracy” (Vedung, 2010) and viewed as 
a value in itself in policy-making, regardless of the “objective” merits of various 
programs and tools. This change in orientation paralleled and engaged directly 
with the emergence of post-positivism as a perspective on policy and politics.

The spread of stakeholder engagement and deliberative evaluation was, 
 however, eclipsed by the rise of New Public Management (NPM) during the 
1990s. NPM’s mission was to improve public policy and administration by intro-
ducing private-sector practices in the public sector. It sought to improve adminis-
trative performance through the introduction of market competition (privatization 
and deregulation) and results-based management, the success of which depended 
on constant monitoring of administrative practices and results and continuous 
improvements based on the findings (Vedung, 2010). Process monitoring and 
cost–benefit analysis were its principal methodological tools and re- introduced 
positivist methodologies into evaluation.
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The of the  evidence-based policy-making (EBP) movement, discussed in 
Chapter 6, and were also carried over into evaluation. Discovering what works 
and why, demonstrated through analysis of evidence, is the primary goal for 
EBP’s proponents ( Vendung, 2010) and also led policy evaluation to adopt quan-
titative and experimental research methods so as to isolate the specific ben-
eficial and weak  policy effects of different program components. “This [EBP] 
movement is working toward a rationalist dream: that hard evidence can remove 
the partisan wrangling from policy-making and turn it into a scientific process, 
guided by numbers, run like a lab, and devoted not to political ideologies but to 
the simple question, what works?” (Guay, 2018). In reality, however, as post-pos-
itivists had noted, even when we have the necessary information, which is often 
not the case, we don’t know what to do with it because of political constraints 
(Cairney, 2016).

These developments all occurred in the context of developed countries and 
the evaluation movement has taken a somewhat different trajectory in develop-
ing countries, where it grew out of the audit tradition that continues to shape its 
practice to this day. The auditing tradition adopts a financial management and 
accounting orientation that “seeks to determine whether a program did what it 
was supposed to do and whether the money spent was done so within the rules, 
regulations, and requirements of the program. . . . Its emphasis is on accountabil-
ity and compliance” (Imas & Rist, 2009).

In a sense, audit is a narrow form of evaluation focused on internal pro-
cesses rather than outcomes. “Auditing tends to focus on compliance with re-
quirements, while evaluation tends to focus on attributing observed changes to 
a policy, program, or project” (Wisler, 1996). In recent decades, evaluation in 
developing countries has taken the form of results-based monitoring and eval-
uation (RBME), which is a tool to help keep track of programs and projects’ 
progress and impacts. This emphasis on “results” has led policy evaluation in 
developing countries to converge toward practices in the developed countries, 
though the paucity of data and analytical skills make attaining full equivalence 
difficult.

This brief history of policy evaluation shows that it has changed and adapted 
with evolving circumstances and public expectations. The changes respond to 
the belief that it is not sufficient for governments to formalize good intentions 
into laws, allocate resources, and establish processes in the hope that the desired 
goals will be achieved. Governments are increasingly expected to demonstrate 
that what they do makes a positive difference and that the resources being spent 
will achieve results.

However, this understandable technocratic urge has had to countenance the 
realities of policy-making, which include extensive uncertainty, limited informa-
tion, and political conflict over incommensurable beliefs about the appropriate 
roles of government, society, and individuals.
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Perspectives on Evaluation: Positivist and Post-Positivist

Since the instantiation of positivist and rational ideology into the heart of 
the policy sciences, policy evaluation has encouraged its practitioners to view 
such assessment methods and orientations as neutral, technical exercises in 
determining the success (or failure) of government efforts to deal with policy 
problems. David Nachmias (1979: 4), an influential figure in the field’s early 
development, thus captured this positivist spirit well in defining policy evalua-
tion as “the objective systematic, empirical examination of the effects ongoing 
policies and public programs have on their targets in terms of the goals they are 
meant to achieve.”

The positivist premise underlying this definition is unmistakable, in that it 
explicitly specifies that the examination of a policy’s effects should be objective, 
systematic, and empirical. However, as mentioned before, public policy goals are 
often neither clear nor explicit, necessitating subjective interpretation to deter-
mine what exactly was intended or achieved. Objective analysis is further lim-
ited by the difficulties encountered in developing neutral standards by which to 
evaluate government success in dealing with societal demands and socially con-
structed problems in a highly politicized environment.

As set out above, the emphasis on positivist evaluation found in the early 
years of evaluation was amplified with the increasing popularity of EBP in recent 
years. As we have seen, EBP represents an effort to restructure policy processes 
by prioritizing data-based evidentiary decision-making over more “intuitive” or ex-
periential policy assessments in order to avoid or minimize policy failures caused 
by a mismatch between government expectations and on-the-ground realities. 
The EBP movement (Pawson, 2006) is thus the latest in a series of efforts under-
taken by reformers in governments over more than half a century in the effort to 
enhance the efficiency and effectiveness of public policy-making through the ap-
plication of rational approaches to addressing policy problems (Sanderson, 2006; 
Mintrom, 2007).

Exactly what constitutes “evidence-based policy-making” and whether an-
alytical efforts in this regard actually yield better or improved policies are, not 
surprisingly, contentious subjects (Packwood, 2002; Pawson, 2002; Tenbensel, 
2004; Jackson, 2007). Through a process of theoretically informed empirical 
analysis consciously directed toward promoting policy learning, proponents of 
this approach believe that governments can better learn from experience, avoid 
repeating past errors, and better apply new techniques to the resolution of old and 
new problems (Sanderson, 2002a, 2002b).

While policy analysts and government officials have continued to call for 
enhanced EBP, it has become increasingly clear that practising it is more prob-
lematic than initially understood (Anderson, 1979a; Kerr, 1976; Manzer, 1984). 
Astute observers noted that it was naive to believe that policy evaluation would 
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always be intended to reveal the objective effects of a policy. In fact, evaluation is 
at times employed deliberately to show a policy in a better or worse light than jus-
tified by objective evidence, depending on the intention of those commissioning 
or conducting the evaluation.

This is accomplished through framing the terms of evaluation in such a way 
as to lead to conclusions that suit the sponsor’s motives. Or if the government 
seeks to change or scrap a policy, it can adjust the terms of the evaluation ac-
cordingly. Similarly, evaluations by those outside the government are not always 
designed to improve a policy, but often to criticize it in order to gain partisan po-
litical advantage or to reinforce ideological postulates (Chelimsky, 1995; Bovens 
& t’Hart, 1995).

As a result, recent thinking tends to view policy evaluation as an inherently 
political activity, albeit, like the other stages of policy-making, one relying on 
an organized structure that influences its content and contours. In its extreme, 
post-positivist form, it has been argued that since the same condition can be 
interpreted quite differently by different evaluators, there is no definitive way of 
determining the “correct” evaluation mode, and all evaluations are necessarily 
partial and “interpretive.” Which interpretation prevails, in this view, is ultimately 
determined by political conflicts and compromises among the various actors in-
volved, conditioned by their political resources and influence (Ingram & Mann, 
1980b: 852).

This is not to suggest that policy evaluation is an irrational or a purely polit-
ical process, or always devoid of a genuine intention to assess the functioning of 
a policy and its effects. Rather, it serves as a warning that we must be aware that 
relying solely on formal evaluation for drawing conclusions about a policy’s rela-
tive success or failure will undoubtedly yield unduly limited insights into policy 
outcomes and their assessment. To get the most out of studying policy evaluation, 
the limits of rationality and the political forces that shape it must also be taken 
into account, without going so far as to believe that the subjective nature of policy 
assessments allows no meaningful evaluation at all to occur.

Approaches to Evaluation: Administrative and Political

The increasing scope and complexity of programs fostered the growth of the for-
mal policy analysis profession (Nachmias, 1979; Suchman, 1967, 1979). There 
has been also a proliferation of works comparing evaluation policies across na-
tions and agencies and with private-sector counterparts (Swiss, 1991; Kernaghan 
et al., 2000; Triantafillou, 2007).

In the 1970s and 1980s these included such evaluatory systems as the PPBS, 
first developed at the Ford Motor Company and then adopted by the US Depart-
ment of Defense and ultimately the entire US federal government;  Zero-Based 
Budgeting (ZBB), a variant of PPBS developed at the Xerox Corporation and 
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adopted by the Carter administration in the US and, later, in many other coun-
tries; and Management by Objectives (MBO), a self-reporting managerial perfor-
mance system implemented in the US and Canada, among other places (Reid, 
1979; Rogers, 1978; Wildavsky, 1969). These early efforts subsequently mani-
fested in moves to “reinvent” government under the banner of “New Public Man-
agement” promoting smaller, leaner government (Aucoin, 1990; Pollitt, 2001; 
Osborne & Gaebler, 1992; Abma & Noordegraaf, 2003).

The increasing complexity of technical administrative evaluations like these, 
however, has not been matched by a similar increase in usefulness (Friedman, 
2002). These efforts have all had to contend with the inherent limitations of ra-
tionalist policy analysis (Dobell & Zussman, 1981; Jordan & Sutherland, 1979), 
which is ill-equipped to cope with the messy rough-and-tumble and hard-to- 
measure world of public policy-making. Policies often do not state their objectives 
precisely enough to permit rigorous analysis of whether they are being achieved. 
Moreover, baseline data does not always exist and governments often seek to 
avoid having their failures publicized and dissected.

As well, the same policy may be directed at achieving a variety of objectives, 
without indicating their relative priority, thus making it difficult to find out if a 
particular objective’s achievement is an essential or simply desirable policy out-
come (Cahill & Overman, 1990; Formaini, 1990; McLaughlin, 1985; Palumbo, 
1987; Weiss, 1977a). Social and economic problems tend to be tightly interre-
lated, as is the case, for example, with housing and employment, and it is virtually 
impossible to independently isolate and evaluate the effects of policies directed 
at either subsystem.

In addition, each policy has effects on problems other than those intended, 
which a comprehensive evaluation must consider but which may make the task 
of assessment unwieldy and unmanageable. The difficulties involved in gather-
ing reliable and usable information and aggregating it into generally acceptable 
benchmarks further aggravate these data problems.

The limitations faced by administrative evaluation—and we have noted only 
a few—increase with the level of sophistication and comprehensiveness expected 
of such analyses. Thus, effectiveness evaluations, which look at whether or not 
a policy or program has accomplished its goals would clearly be of considerable 
use to policy-makers in their budgeting and other decisions, but are the most 
difficult to undertake. Although still popular in areas such as infrastructure and 
health care policy, significant limits on a government’s ability to collect and apply 
relevant program-level data limit the production of meaningful effectiveness eval-
uations (Head, 2008; Hammersley, 2005; Laforest & Orsini, 2005; Moseley & 
Tierney, 2004).

To broaden administrative evaluation and attempt, somehow, to assess the 
question of program effectiveness, many governments have experimented with 
creating specialized internal audit agencies (Adair & Simmons, 1988; Good, 
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2003) and with promoting public participation in the evaluation process. The 
intention is both to better evaluate policies and to head off challenges to these 
policies on the grounds of a “lack of consultation” with interested or affected 
members of the public. But the usefulness and legitimacy of these kinds of pub-
lic forums have been challenged on many grounds. There are concerns with the 
extent to which participants are actually representative of a range of views and 
ideas and with the effects of issues such as funding on the quality and quantity of 
representation (see Pateman, 1970; Wagle, 2000; Englehart & Trebilcock, 1981; 
Mitchell et al., 1997; Johnson 2007).

Frustration with the difficulties involved in such administrative evaluations, for 
example, led the Auditor General of Canada to conclude in his 1983 Annual Report 
that “a significant proportion of evaluation assessments did not form an adequate 
basis for sound advice.” Ten years later, the Auditor General’s review of program 
evaluation in the Canadian federal government again found numerous changes in 
form but little in substance. According to the Report, evaluations were still

less likely to be an important source of information in support of pro-
gram and policy decisions addressing questions of continued relevance 
and cost effectiveness. Evaluations are more likely to provide informa-
tion for accountability purposes but are often partial. The most complete 
information available is related to operational effectiveness, the way a 
program is working. (Canada, Auditor General, 1993)

In contrast to administrative evaluations, which are carried out by and within 
government agencies, political evaluation of policies is undertaken by just about 
everyone with any interest in politics. They are usually neither systematic nor 
technically sophisticated, and are often explicitly partisan and biased. Partisan 
political evaluations often simply attempt to label a policy a success or failure, 
for example, followed by demands for continuation or change. This is true of 
the work of many think tanks, for example, which, like political parties, bring a 
specific ideological or other more or less fixed perspective or “frame” to the evalu-
ation process (see Bovens & t’Hart, 1995; Abelson, 1996; Lindquist, 1998; Ricci, 
1993; Weaver, 1989).

This does not undermine their significance, however, because their ini-
tial objective in undertaking an evaluation is rarely to improve a government’s 
policy, but rather to either support or challenge it. Praise or criticism at this 
stage can lead to new iterations of the policy cycle as governments respond to 
criticisms, similar to what occurs with much of the more reasoned, technical 
evaluations.

While political evaluation is ongoing, it influences the policy process directly 
on specialized occasions, such as during or around elections. At election time, cit-
izens get an opportunity to render judgment on a government’s performance. Votes 
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at elections or in referendums thus express the voters’ informal evaluations of the 
efficiency and effectiveness of governments and their programs and policies.

However, in most democratic countries, referendums or plebiscites on par-
ticular policies are relatively rare. As was discussed in Chapter 3, while elections 
are held regularly, by their very nature they usually involve a range of issues, so 
when citizens express their preferences and sentiments through the ballot box at 
election time, their evaluation is usually made as an aggregate judgment on a gov-
ernment’s overall record of activities in office rather than about the effectiveness 
or usefulness of a specific policy or policies. Nevertheless, public perceptions of 
the ineffectiveness or harmful effects of specific high-profile government activi-
ties can and do affect voting behaviour, a reality governments ignore at their peril 
come election day (King, 1981).

A more common type of political policy evaluation involves consulting with 
members of relevant policy subsystems. There are many mechanisms for such 
consultations, which involve the use of the procedural policy instruments dis-
cussed in Chapter 5. These include setting up administrative forums for public 
hearings and establishing special consultative committees, task forces, and inqui-
ries for evaluative purposes (see Cairns, 1990a; Bulmer, 1993; Clokie &  Robinson, 
1969), and can range from small meetings of less than a dozen participants lasting 
several minutes to multi-million dollar inquiries that hear thousands of individual 
briefs and can take years to complete (Doern, 1967; Salter, 1981; Wilson, 1971).

In many countries, political evaluation of government action is built into the 
system, in the form, for example, of congressional or parliamentary oversight com-
mittees (see McCubbins & McCubbins, 1994; McCubbins & Schwartz, 1984). 
While in some countries, such as the US, these tend to meet on a regular basis, 
in others, such as Canada and Australia, the process may be less routine and un-
dertaken in a much more ad hoc fashion (see de la Mothe, 1996; Banting, 1995).

These political mechanisms for policy evaluation are usually capable of as-
certaining the views of many members of the policy subsystem and affected pub-
lic on specific policy issues. However, it is not certain that the simple fact of 
a government hearing the public’s views makes a difference to its policy, much 
less that this leads to change in policy outcomes. Effectiveness often depends 
on whether the views heard are congruent with those of the current government 
(Dye, 1972: 353–75), which in turn depends on the criteria government mem-
bers and political officials use to assess success or failure of particular policies or 
programs.

Policy Evaluation as Policy Learning

One way of looking at policy evaluation, which combines elements of both the 
positivist and post-positivist perspectives on the subject, is to regard it as a 
significant part of an overall process of policy learning (Grin & Loeber, 2007; 
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Lehtonen, 2005). Perhaps the greatest benefits of policy evaluation are not 
the assessment reports of the success and failure of particular policies per se, 
but rather the educational dynamics and learning that it can stimulate among 
policy- makers (Pressman & Wildavsky, 1984). Whether they realize it or not, 
actors engaged in policy evaluation are often participating in a larger process of 
policy learning, in which policy improvements can be promoted through reas-
sessment of problem definition and policy formulation and implementation pro-
cesses associated with the policy (see Etheredge & Short, 1983; Sabatier, 1988; 
Lehtonen, 2006).

The concept of “learning” is generally associated with intentional, progres-
sive, cognitive consequences of the education that results from policy evalua-
tion. However, policy learning also has a broader meaning that includes better 
understanding both the intended and unintended (see Merton, 1936) conse-
quences of policy-making activities, as well as both the “positive” and “negative” 
implications of existing policies and their alternatives on the status quo and 
efforts to alter it.

From a learning perspective, public policy evaluation is conceived as an it-
erative process of active learning about the nature of policy problems and the 
potential of various solutions to address them (Rist, 1994; Levitt & March, 1988). 
This view shares some similarities with the idea of policy-making as a trial-and- 
error process of policy experimentation, but with the added idea that successive 
“rounds” of policy-making, if carefully evaluated after each “round,” can avoid re-
peating mistakes and move policy implementation ever closer toward the achieve-
ment of desired goals (Howlett, 2007).

Like other concepts in policy science, there are differing interpretations 
of what is meant by “policy learning” and whether its source and motivation 
are within or outside existing policy processes. Peter Hall makes the case for 
“endogenous” learning, defining the activity as a “deliberate attempt to adjust 
the goals or techniques of policy in the light of the consequences of past policy 
and new information so as to better attain the ultimate objects of governance” 
(Hall, 1993: 278).

Hugh Heclo, on the other hand, suggests that learning is a less conscious, 
“exogenous” activity, often occurring as a government’s response to some kind of 
external or exogenous change in a policy environment. According to Heclo, this 
often takes the form of an almost automatic process, as “learning can be taken to 
mean a relatively enduring alteration in behaviour that results from experience; 
usually this alteration is conceptualized as a change in response made in reaction 
to some perceived stimulus” (Heclo, 1974: 306).

The two definitions describe the same relationship between policy learning 
and policy change, but differ substantially in their approach to the issue. For Hall, 
learning is a part of the normal public policy process in which policy-makers at-
tempt to understand why certain initiatives may have succeeded while others 
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failed. If policies change as a result of learning, the impetus for change originates 
within the normal policy process of the government. For Heclo, on the other 
hand, policy learning is seen as an activity undertaken by policy-makers largely 
in reaction to changes in external policy “environments.” As the environment 
changes, policy-makers must adapt if their policies are to succeed. Regardless of 
its external or internal causes, however, most scholars agree that several types of 
learning can result from different kinds of evaluations.

It is also important to note that the number of actors—both governmental 
and non-governmental—involved in policy evaluation expands toward the size 
of the policy universe existing during agenda-setting (Bennett & Howlett, 1991; 
May, 1992; Sabatier, 1988; Hall, 1993; Etheredge, 1981; see also Argyris, 1992; 
Argyris & Schon, 1978). Some lessons are likely to concern practical suggestions 
about specific aspects of the policy cycle, based on the actual experience with the 
policy on the part of policy implementers and target groups. These include, for 
example, their perceptions of the lessons they have learned about which policy 
instruments have succeeded in which circumstances and which have failed to 
accomplish expected tasks or goals, or which issues have enjoyed public support 
in the agenda-setting process and which have not, and therefore which are likely 
to do so in future.

Richard Rose (1988, 1991) defined one such relatively specific and limited 
type of learning as lesson-drawing. This type of learning originates within the 
formal policy process and is aimed primarily at the choice of means or techniques 
employed by policy-makers in their efforts to achieve their goals; in Rose’s formu-
lation this often involves the analysis of, and derivation of lessons from, experi-
ences in other sectors, issue areas, or jurisdictions.

Other lessons probe broader policy goals and their underlying ideas or para-
digms, or the “frames” in which lesson-drawing takes place. This is a more fun-
damental type of learning, which is accompanied by changes in the thinking 
underlying a policy that might result in a policy being terminated or drastically 
revised in light of new conceptions and ideas developed through the evaluation 
process. Following Hall (1993), this type of learning is often referred to as social 
learning. It tends to originate outside the formal policy process and affects the 
policy-makers’ capacity to change society.

Actors in the Policy Evaluation Process
The range of actors involved in policy evaluation is much broader than often 
presented in the administrative and managerial literature on evaluation, which 
tends to concentrate overwhelmingly on internal evaluation by agencies them-
selves as well as those done at their behest by external consultants or by think 
tanks. The range of actors also includes the judiciary, interest groups and in-
deed, as discussed above, the public at large. Evaluation by those inside the 
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government—bureaucrats, politician, and regular consultants—are of a different 
nature and often intended for different purposes.

Internal Evaluators

Internal evaluators are usually paid and trained professionals who routinely 
apply formal techniques such as cost–benefit or budgetary analysis (Boardman 
et al., 2001; Sinden & Thampapillai, 1995) and performance measures to quan-
tify program outputs and outcomes (see Meltsner, 1976; Friedman, 2002). These 
analysts can have a substantial impact on how the policy and the problem it tar-
gets are interpreted and addressed in future. They can affect the “framing” and 
assessment of policy success and failure by how they develop and apply various 
techniques, measures, and benchmarks to the program (see Davies, 1999; de la 
Porte et al., 2001; Levy, 2001). At other times, they may serve as “brokers” link-
ing policy-makers to implementers, or to those outside the formal institutions 
of government who are generating new knowledge on social problems and the 
techniques for resolving these problems (see Meltsner, 1976; Guess &  Farnham, 
2000).

The internal evaluators within the government know the details of the pro-
gram and its contexts and are hence able to ask the most relevant questions. They 
also have better access to information and officials who may supply it. On the 
other hand, they may be too closely attached to the program to ask hard questions 
and conduct independent evaluation. Indeed, they may have a vested interest in 
defending the program rather than genuinely assessing its impact. Even when 
they do conduct rigorous evaluation, their findings may not be viewed as credible 
by outsiders (Imas & Rist, 2009).

External Evaluators

External evaluators include a variety of actors directly or indirectly involved in 
assessing and otherwise passing formal or informal judgment on a policy’s perfor-
mance and its impacts. They include concerned interest groups that conduct their 
own, less formal, reviews of policy performance. They also include paid consul-
tants who have been playing an increasingly important role in evaluation (Speers, 
2007; Dent, 2002; Perl & White, 2002; Lapsley & Oldfield, 2001;  Martin, 1998; 
Saint-Martin, 1998; Bakvis, 1997). Think tanks, on the other hand, once played 
an important role in independently evaluating policies in many countries, but 
their proliferation and the trend toward their identification with specific partisan 
positions have undermined their ability to affect policy discourses and directions 
through their evaluative activities, despite the exponential increase in the num-
ber of the latter (McGann & Johnson, 2005; Rich, 2004; Abelson, 2002, 2007; 
Ladi, 2005; Stone, 2007; Lindquist, 2004).
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Judges are able to review legislative and administrative actions to de-
termine the extent to which policies match up to larger, often constitution-
ally established principles of social justice and conduct (see de Smith, 1973; 
Edley, 1990; Humphries & Songer, 1999; Jaffe, 1965). Evaluation by the ju-
diciary is concerned with possible conflicts between government actions and 
constitutional provisions or established standards of administrative conduct 
and individual rights (Jacobson et al., 2001). The judiciary is entitled to review 
government actions either on its own initiative or when asked to do so by an 
individual or organization filing a case against a government agency in a court 
of law. The grounds for judicial review differ considerably across countries but 
usually extend to the examination of the constitutionality of the policy being 
implemented, or whether its implementation or development violated laws or 
principles of natural rights and/or justice in democratic societies, or religious 
or ideological doctrines in others. In the former case, judges typically assess 
such factors as whether the policy was developed and implemented in a non- 
capricious and non-arbitrary fashion according to principles of due process and 
accepted administrative law (Jaffe, 1965).

In parliamentary systems—such as Australia, New Zealand, Sweden, Japan, 
Ireland, and Britain—judicial courts do not review the facts specific to the case, 
but tend to restrict their evaluation to procedural issues (Jaffe, 1969; Wade, 1965, 
1966). Thus, as long as administrative agencies operate within their jurisdiction 
and according to principles of fundamental justice and due process, their deci-
sions are unlikely to be overturned. In comparison, courts in republican systems 
with constitutionally entrenched divisions of powers, as in the US, courts enjoy 
more authority to question legislative and executive actions. As a result, they are 
much more active and willing to consider errors of fact as well as errors of law in 
their evaluations of administrative behaviour (Jaffe, 1965).

Members of the public can be said to have the ultimate say on a government’s 
policy record when they vote at elections (Brewer & deLeon, 1983: 319–26) or 
comment to the media or pollsters about it. That their involvement is post hoc, in-
formal, and external to the intra-governmental policy “loop” does not make them 
less impactful. Such evaluations may involve critiques of both the substance and 
process of policy that lead to policy changes of varying magnitude (see Snow & 
Benford, 1992). To draw on the public’s collective wisdom, there are enhanced 
efforts to bring public views into the evaluative process through focus groups, 
surveys, inquiries, citizens’ juries, consensus conferences, and advisory commit-
tees (see Hastak et al., 2001; Peters & Barker, 1993; Schwartz, 1997; Wraith & 
Lamb, 1971).

To systematize the process by which the public offers opinion on policy is-
sues, Participatory Evaluation methods are being expanded to give the population 
a direct role in the process. They are intended to encourage concerned citizens 
to engage in regular monitoring and evaluation of public programs and projects. 
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Such citizen evaluators work with other internal and external evaluators to de-
sign, carry out, and interpret an evaluation (Johnson, 2007).

Participatory evaluation represents a further and more radical step away 
from the model of independent evaluation. . . . [It] is a form of evaluation 
where the distinction between experts and layperson, researcher and re-
searched is deemphasized and redefined. . . . Evaluators . . . [act] mainly 
[as] facilitators and instructors helping others to make the assessment. 
(Molund & Schill, 2004)

A variety of international organizations, both governmental and non- 
governmental, are also increasingly conducting policy evaluation. These can 
focus on their own activities within a policy sector or look to the efficacy of gov-
ernments’ initiatives. International charities such as Oxfam and the Melinda and 
Bill Gates Foundations are major producers of evaluation reports on social policy 
and public health issues, respectively. Other international NGOs such as Trans-
parency International and World Economic Forum regularly publish reports on 
corruption (Dell & McDevitt, 2018) and economic policy (Schwab, 2018), making 
recommendations that are widely followed around the world.

Nearly every bilateral aid organization—such as AusAid, CIDA, JICA, DID, 
and USAid—also conducts evaluations of the projects they fund and subse-
quently publish the findings. Indeed, the techniques developed by the US Agency 
for International Development (2016) are widely used in the international develop-
ment world. Large-scale evaluations by the IMF and the World Bank, such as the 
Doing Business report series (World Bank, 2019), have become frequent in recent 
decades, generating outputs that have a significant influence in shaping policy 
agendas around the world. Specialist UN agencies—UNICEF, UNESCO, UNCTAD, 
UNIDO, ILO, ITC, FAO, and others—play a critical role in shaping perceptions of 
successful and problematic approaches to delivering policy in their respective pur-
views. Evaluations of learning initiatives produced by international organizations 
(e.g., UNDP, OECD, UNESCO, the World Bank, and the EU) have been demon-
strated to influence education policy decisions around the world (Neves, 2008).

The intense evaluation of aid projects by NGOs, international organizations, 
and aid agencies is the result of heightened concern for accountability and the 
need to ensure that money is being spent as intended, to the extent this intent 
can be clearly identified. More importantly, it is intended to ensure that they are 
getting the desired results. However, international evaluators are constrained by 
the fact that states are sovereign entities, and thus access to data and evidence 
used in evaluation depends on the level of cooperation and collaboration offered 
by host governments.

Evaluation by external actors can convey an image of independence and im-
partiality that leads to their findings being received more favourably. They may also 
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have more specialized skills that may be lacking among governments that have less 
experience with new programs and their evaluation. All these affirmations of exter-
nal expertise are, however, only expectations about potential capacity. In practice, 
external consultants, think tanks, and interest groups often have close professional 
ties to government agencies that make them accommodating to the needs of the 
agency under review. The agencies commissioning an evaluation may also frame 
the terms of reference in ways that skew the findings toward favourable outcomes 
as is often alleged, for example, in evaluations conducted by “outside” consultants.

Types of Policy Evaluation
The literature identifies a plethora of policy evaluation approaches, of which only a 
subset are useful. The commonly used classification of evaluation as quantitative 
or qualitative, for instance, is unhelpful because most evaluations in the real world 
encompass both metrics. Similarly, to classify evaluations as formative, summa-
tive, process, or impact is more confusing than clarifying, because of the overlaps 
among them.1 While there are indeed multiple approaches based on different ob-
jectives and especially methodological techniques, they boil down to two broad, yet 
fundamental, assessment categories, process and impact, as shown in Figure 8.1.

Inputs in this framework refer to resources (funding, staffing, equipment, 
etc.) that go into implementing a policy, while activities refer to what is done (“pro-
vide,” “promote,” “facilitate,” etc.) with these inputs. Outputs are the observable 
products and services produced by the inputs and activities. Outcomes are the 
changes that result from the outputs (e.g., smoking cessation, increased school 
attendance, etc.), whereas impacts are the intended and unintended medium- and 
long-term effects of the outcomes. To illustrate, in the case of anti-smoking pro-
grams, time and money spent on the program are inputs, anti-smoking laws and 
campaigns are activities, increased taxes and smoking bans are outputs, decline 
in smoking rate is an outcome, and decline in smoking-related mortality and re-
duction in lung cancer rates are impacts.

Process or Formative 

Inputs & Activities
(resources devoted;

activities undertaken)

Outputs
(quantity and quality
of what is produced)

Outcomes & Impact
(short-term direct

effects;
all long-term effects)

Impact or Summative 

Figure 8.1 Types of Policy Evaluation
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Process evaluations—also referred to as formative evaluation—concentrate 
on the inputs and activities devoted to producing outputs. In comparison,  impact 
evaluation—also called summative evaluation—concentrates on the effects of the 
outputs. Process evaluations are often carried out using a logic- or theory-based 
framework, a conceptual construct more fully discussed below, whereas impact 
evaluation often follows economic or experimental approaches. The former as-
sesses how and the extent to which a policy has worked, while the latter focuses 
on the policy’s long-term effects. However, the distinction between the two types 
of evaluation is not entirely clear-cut. As the UK government’s HM Treasury 
(2003) points out, it is arguable that “determining whether or not a policy has 
worked, or has been effective, necessarily involves asking questions about how 
it has worked, for whom, why, and under what conditions it has worked or not 
worked.” Nevertheless, maintaining a distinction between the two assessment ap-
proaches is useful for heuristic purposes.

Process Evaluation

The “process” conception of evaluation views public policy as conversion of inputs 
and activities into outputs, which, in turn, cause effects on the target population. 
Its objective is to assess the linkages between inputs and activities on the one 
hand, and outputs and outcomes on the other. The intent is not only to generate 
information on the linkages but to draw conclusions about how to improve them. 
This is the reasons why it is also called “formative” evaluation.

Process evaluation occurs once a program has been in operation for some 
time and policy-makers seek to assess its performance so that improvements may 
be made if necessary. It allows them to know if the program is working as in-
tended and reaching the target population in the desired ways. It pays particular 
attention to implementation processes so as to identify bottlenecks and waste. 
It seeks to assess the extent to which the goals are being achieved without as-
sessing the goals themselves. For instance, a program to reduce hospital waiting 
time or increase high school completion will look only at whether these goals are 
achieved, not whether they are valid goals.

A simple example of process evaluation of a legal advocacy program is de-
picted in Figure 8.2.

Note that impact evaluation, discussed below, would also include the unin-
tended economic and social benefits that flow from enhanced safety for women, 
results that fall outside the scope of process evaluation.

Beyond assessing the performance of a policy intervention, process evalu-
ations explore the reasons underlying it, paying special attention to contextual 
and organizational factors (HM Treasury, 2003). A competent process evalua-
tion would pay attention to all main contextual conditions facilitating or hin-
dering program implementation—history of the problem and how it has been 
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addressed, level of cultural acceptance, interests of the key stakeholders, and so 
on—as these, rather than policy design, may be the main factors determining 
outcomes.

The success of process evaluation depends crucially on effective monitoring 
of policy implementation. Without proper monitoring and the information and 
data it generates, no meaningful evaluation can be expected (IOB, 2009). Moni-
toring requires systematic collection of data on personnel, capital, and recurrent 
expenditures and the quality and quantity of outputs and their effects. Indeed, 
it is arguable that monitoring, if done systematically and thoroughly, is a good 
enough form of evaluation on its own when only a quick and proximate assess-
ment of performance is desired.

Under effective monitoring, all critical information on the program’s perfor-
mance and effects are collected on a routine basis. Data collected and presented 
systematically reveals a trend line that allows policy managers to quickly spot 
variations and respond accordingly. Monitoring by itself does not explain the rea-
sons behind the trend; only evaluation can do that. But even here, experienced 
policy managers can find enough information to quickly gain insights into the 
future trajectory and the reasons underlying the trends.

The Logic Framework
Process evaluations are often conducted within the rubric of the logic framework, 
also called theory-based evaluation (for a brief discussion of this, see Weiss, 1997; 
Rogers & Weiss, 2007; Funnell & Rogers, 2011; Canada, Treasury Board, 2012). 
Logic-based approaches focus on “unpacking the theoretical or logical sequence 

Figure 8.2 Logic Model for Evaluating Domestic Violence Legal Advocacy Program
Inputs Activities Outputs Outcomes 

Two part-time legal 
advocates.
Relevant law books.

A volunteer attorney 
is on hand 5 hours 
per week. 

Program provides 
legal information 
regarding protec-
tion orders, divorce, 
custody, and child 
visitation.

Program staff assist 
women in com-
pleting necessary 
paperwork.

Advocates discuss 
individualized safety 
planning with 
women. 

100 women per 
week are assisted 
with their legal rights 
and options. 

Women receive jus-
tice and protection 
from the criminal 
and civil legal justice 
systems.

Women and their 
children are safe. 

Source: Adapted from National Center on Domestic and Sexual Violence, Example Logic Model for a 
Fictional Domestic Violence Program, Legal Advocacy http://www.ncdsv.org/images/NRCDV_FVPSA%20
Outcomes%20APP%20A-Logic.pdf

http://www.ncdsv.org/images/NRCDV_FVPSA%20Outcomes%20APP%20A-Logic.pdf
http://www.ncdsv.org/images/NRCDV_FVPSA%20Outcomes%20APP%20A-Logic.pdf
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by which a policy intervention is expected to bring about its desired effects . . . . 
[They] attempt to identify the mechanisms by which policies and/or programmes 
might produce their effects” (HM Treasury, 2003). The logic model typically 
starts with an outline of the sequence of events and results—described as “pro-
gram logic”—connecting inputs to outcomes of a policy intervention. Its purpose 
is to explain how an intervention is expected to produce the intended results.

Beyond highlighting the logic, the framework identifies the mechanisms of 
change and how they are affected by the context. It thus shines light on the black 
box within which inputs transform into outputs and cause effects. Rather than 
determining causation through comparison to a counterfactual, as do the exper-
imental methods discussed below, logic approaches explore the causal chain to 
develop a plausible explanation of cause and effects. Logic-based approaches 
seek to only offer a plausible explanation of factors, based on program logic, that 
shaped the outcomes in question. “Understanding contribution, rather than prov-
ing attribution, [is] the goal” of logic models, as a Canadian government docu-
ment put it (Canada, Treasury Board, 2012). Thus, for example, the success of a 
program to encourage teachers to relocate to rural areas depends not only on the 
incentives offered, but also the overall unemployment rate among teachers, the 
attractiveness of the specific rural location, the personal preferences and back-
ground of the teachers. Focusing only on the program’s effects would overlook 
many other factors that shape where teachers choose to work.

The program logic is backed by some “theory of change” explaining how the 
intervention is expected to bring about the desired results (Judge & Bauld, 2001). 
The expectation is based on knowledge and experience of the program, moni-
toring, and research on similar programs in other sectors and jurisdictions. It is 
of course possible to construct a theory of change based entirely on logical rea-
soning without reference to an actual program, but it would be less convincing. 
According to Imas and Rist (2009), the theory of change should be able to answer 
the following questions:

• Is the model an accurate depiction of the program?
• Are all elements well defined?
• Are there any gaps in the logical chain of events?
• Are elements necessary and sufficient?
• Are relationships plausible and consistent?
• Is it realistic to assume that the program will result in the attainment of 

stated goals in a meaningful manner?

Research methods used by process evaluations tend to be qualitative, 
which allows investigators to get into the details of the program as well as 
the context. As Patton (1990: 156) put it, “There is no attempt in formative 
evaluation to generalize findings beyond the setting in which one is working. 
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The  purpose of the research is to improve effectiveness within that set-
ting.” Particularities of a policy and the context within which it exists are very 
important to the logic model.

Impact Evaluation

Impact or summative evaluation refers to assessment of the effects that flow 
from the program’s outcomes (for a brief discussion of key issues and methods 
in impact evaluation, see Better Evaluations [undated]). It is typically under-
taken after a program has been in operation for some time or has ended. Its 
purpose is to comprehensively understand the effects caused by the program. 
No less importantly, it seeks to pass judgment on the program’s performance, 
which is the reason why it is also called “summative” evaluation. Whether the 
policy’s goals have been achieved is of no particular concern in this mode of 
evaluation.

However, there are sizable differences in the understanding of the term “im-
pact,” which may be defined broadly or narrowly, and in many shades in between 
(Hearn & Buffardi, 2016). As the Evaluation Consultation Group (2012) put it,

some understand “impact evaluation” to mean an assessment of the 
achievement of the objectives reflected in the final level of the results 
chain. Others interpret it to mean the project’s effect on broad social 
and economic indicators that are not included in the results chain. For 
others . . . “impact evaluation” means an evaluation that establishes cau-
sality, i.e., attributes results to the project.

It is important to keep these varying objectives in mind when studying or con-
ducting impact evaluation.

According to a widely used definition, impact is “positive and negative, pri-
mary and secondary long-term effects produced by a development intervention, 
directly or indirectly, intended or unintended” (OECD, 2002). This is a very broad 
definition, encompassing all long-term effects—economic, social, political, tech-
nical, ecological etc.—produced by a policy intervention, directly or indirectly, 
both intended and unintended. This is an impractical definition, however, be-
cause the cost and time needed for estimating all costs as well as benefits (direct 
and indirect, intended and unintended) of a policy intervention would be prohib-
itive, even if it were technically possible.

A more feasible and commonly used approach to impact evaluation is to esti-
mate only the direct costs of inputs assessed against observable first-order effects 
(IOB, 2009). Thus, for instance, impact evaluation of poverty alleviation program 
in this sense would include reduction of poverty (outcome) as well as reduction of 
malnutrition, school absenteeism etc., but not other more distant effects such as 
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labour productivity, political efficacy, cultural advancement, and so on. The logic 
methodology is sufficient for this kind of impact evaluation.

However, it is arguable that it is insufficient to merely assess all effects re-
sulting from a policy and it is necessary to specify the causality—that is, what 
effect was caused by which specific program component—for evaluation to be 
rigorous and definitive. In this line of thinking, impact evaluation is primarily 
about determining causation. As the Evaluation Cooperation Group (2012) put it, 
impact evaluation is “[a]n evaluation that quantifies the net change in outcomes 
that can be attributed to a specific project or program, usually by the construction 
of a plausible counterfactual.” Similarly, for the World Bank, impact evaluation 
“assesses the causal effects (impacts) attributable to specific interventions, where 
the outcomes of interest are compared with a counterfactual situation—that is, 
with what would have happened without the program” (Independent Evaluation 
Group, 2013: 3). The search for cause–effect relationships has led to the devel-
opment of a variety of empirical methods to examine and identify which factors 
caused what effects.

Methods for Attributing Causality
The fundamental problem that all evaluations face is how to attribute the effects 
or outputs of a policy intervention to the inputs that were launched following a 
positive decision to initiate policy. Even when a policy achieves its goals, it cannot 
be concluded that the achievement was the effect of the policy in question be-
cause other factors—including other policies and broader contextual conditions—
may have played an influential role. Thus, improvements in health status cannot 
be entirely attributed to a health policy innovation because of the corollary effects 
of education and housing conditions on wellness. To confirm whether the policy 
in question is indeed the one that was responsible for the outcome, it is necessary 
to assess the counterfactual, that is, what would have happened without the pol-
icy. Various research techniques have been developed to find out what would have 
happened if there had been no program (Canada, Treasury Board, 2012).

Experimental and quasi-experimental methods are commonly employed for 
ascertaining causation. Experimental methods, especially Randomized Control 
Trials (RCT), have emerged as the “gold standard” for drawing causal inference 
and making causal statements about a policy’s effects. In RCT research, partici-
pants are randomly assigned to distinct treatment and control groups. The pur-
pose of random assignment is to create two or more groups that are, on average, 
virtually identical so as to eliminate selection bias. As a result, any difference in 
outcomes can be attributed to the treatment rather than group characteristics. 
Its greatest strength is that it allows evaluators to make statements about causal 
effect of program and thus eliminate competing explanations. On the downside, 
it can be difficult to operationalize—even impossible—for complex long-term 
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interventions dealing with, for example, pensions, industrial development or cli-
mate change. It is also expensive and time consuming, especially considering the 
rather marginal issues on which RCTs are often conducted.2

In situations when random assignment is not possible or desirable, evalu-
ations can resort to other methods such as natural or quasi-experiments and 
propensity score matching. The key feature of these methods is that the groups 
compared are not created through random assignment. Such methods often re-
quire less time and money, and allow broader generalizations. They are particu-
larly useful when reliable administrative data is available. However, selection bias 
is a major limitation of these methods. As Weiss (2010) cautioned, “Groups may 
self-select; Mechanism of selection may be related to outcomes; Baseline charac-
teristics can confound.”

A natural experiment involves identifying some naturally occurring or un-
planned event that has an impact on the subject of study (the dependent variable) 
but no impact on the (independent) variable being studied (Dean, 2017). (For 
further discussion of experimental methods, see White and Sabarwal [2014]). In 
quasi-natural experiments, the change is caused not by a random event but by a 
political or policy decision. The natural event or policy intervention has the effect 
of inadvertently creating separate control and treatment groups, which in RCT 

are created by sampling. This allows comparison of the effects on two or more 
groups of subjects that are affected differently by the event. For experiments to 
be useful for evaluation, the two groups must be broadly comparable with regard 
to the characteristics relevant to the study (Dean, 2017). There are as many as 18 
different types of natural and quasi-natural experiments involving different levels 
of complexity and rigour. There is often a trade-off between robustness and prac-
ticality, as the more robust evaluations tend to be less practical and more costly 
(Dean, 2017).

A key advantage of quasi-experiments is that, unlike RCTs, they occur in 
the  real world, which makes the findings more robust and generalizable. On 
the other hand, since researchers cannot manipulate the treatment, it is diffi-
cult to control the conditions affecting the policy in order to definitively attribute 
causation. Moreover, identifying and adjusting for the differences between those 
exposed to the policy intervention and the rest is a major challenge and some-
times not possible (Craig, 2017). Policy experiments usually rely on administra-
tive data, which is often either unavailable or not available in a refined enough 
form to conduct an effective study (Leatherdale, 2018).

The main challenge that experimental and quasi-experimental assessments 
face is practical: it is usually difficult to develop a counterfactual because it is 
not possible to manipulate the program delivery in ways needed to demonstrate 
attribution. Another challenge is that the resources and time required for doing 
these assessments may be too high. The higher or more distant the impact being 
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assessed, the harder it is to establish a counterfactual scenario—that is, what 
would have happened without the program—because of the intervening effects 
of conditions unrelated to the policy intervention. That explains why many ex-
perimental evaluations are of programs targeted at simple behavioural changes. 
Moreover, and more importantly for evaluation, experiments shed little light on 
why and how the results occurred (Canada, Treasury Board, 2012). Whether 
results differ from goals due to a problem of program design or because of in-
effective implementation are questions that remain hidden in the black box of 
experimental assessment. Logic frameworks are better at shedding light on such 
questions.

Propensity score matching addresses the bias in non-randomized design 
while maintaining much of the rigour of RCT. It does that by statistically esti-
mating what would have happened if the people in treatment and control groups 
had exchanged places, that is, if those receiving treatment had not and vice versa. 
Since the counterfactual cannot be examined through observation, propensity 
score techniques do this through estimates of predicted probability of receiving 
or not receiving a treatment based on observed predictors (Weiss, 1997). This 
is useful in cases where random assignment cannot be used, such as studying a 
program’s effects on school children at different levels, because it is not possible 
to randomly assign children to different levels.

The generalizability of findings from methods establishing causation is also 
low: a carefully tested program or initiative that works in one context may not 
work in another for a variety of reasons that cannot be anticipated by research-
ers. Such methods are also criticized for privileging interpretation by technical 
analysts and ignoring local knowledge of those on the ground who are directly 
implementing the policy. Street-level bureaucrats deal with cultural and political 
factors that may not be visible to researchers, making the evaluation less useful 
or even relevant. Jenny Lewis (2003: 253) aptly calls reliance on such evaluations 
“nothing more than a technocratic wish in a political world.”

Policy Success and Failure
Policy-makers and the public are eager and indeed often demand that evalu-
ations offer definitive conclusions on whether a particular policy has been a 
success or failure. This is more complicated than most actors realize, however. 
As Bovens & t’Hart (1996: 4) point out, “the absence of fixed criteria for success 
and failure, which apply regardless of time and place, is a serious problem” for 
anyone who wants to understand policy evaluation. Policies can succeed or fail 
in numerous ways. Sometimes an entire policy regime can fail, while more often 
specific programs within a policy field may be deemed as successful or unsuc-
cessful (Mucciaroni, 1990; Moran, 2001; Gundel, 2005). And both policies and 
programs can fail not only in substantive terms—in the sense of not delivering 
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the goods—but also in procedural terms, in the sense of being legitimate or 
illegitimate, or fair or unfair (Bovens & t’Hart, 1995; Weaver, 1986; McGraw, 
1990; Hood, 2002).

“Success” is always hard to define. In some instances of an unequivocal 
disaster, like an airplane crash or nuclear reactor meltdown, analyses can pin-
point obvious causes such as technical failures, managerial incompetence, 
or corruption that have affected safety concerns or delayed needed repairs 
( Bovens & t’Hart, 1996; Gray & t’Hart, 1998). Evaluation can also uncover 
lesser known causes of breakdown such as “practical drift,” in which increas-
ingly large deviations from expected norms are allowed to occur until, finally, 
significant system failure occurs (Vaughan, 1996). Although some of the les-
sons drawn from these spectacular accidents—such as the significant poten-
tial for failure of complex organizational systems when elements are either too 
loosely or too tightly coupled (Perrow, 1984)—can be translated into policy 
studies, the causes behind more typical policy failures, such as overspending 
on project development or the unintended consequences of a policy initiative, 
are harder to pin down.

Failures can occur at any stage of the policy process (Michael, 2006). Thus, 
an overly ambitious government may commit to addressing intractable (“wicked”) 
problems (Pressman & Wildavsky, 1973; Churchman, 1967) at the agenda-setting 
stage, a decision that can lead to failure during any subsequent stage in the policy 
process. Failure can also arise from a mismatch between goals and policy tools 
in the formulation stage (Busenberg, 2000, 2001, 2004a, 2004b), or it can result 
from the consequences of lapses or misjudgements at the decision-making stage 
(Bovens & t’Hart, 1995, 1996; Perrow, 1984; Roots, 2004; Merton, 1936). Another 
set of pitfalls arises through various “implementation failures” in which the aims 
of decision-makers fail to be properly or accurately translated into practice (Kerr, 
1976; Ingram & Mann, 1980). Policy failure can also arise from a lack of effec-
tive oversight by decision-makers over those who implement policy ( McCubbins 
& Schwartz, 1984; McCubbins & Lupia, 1994; Ellig & Lavoie, 1995). Finally, 
failure can stem from governments and policy-makers not effectively evaluating 
policy processes and learning useful lessons from past experiences (May, 1992; 
Scharpf, 1986; Busenberg, 2000, 2001, 2004a, 2004b).

In many circumstances, the policy process is too idiosyncratic, the actors too 
numerous, and the number of outcomes too small to permit clear and unambig-
uous post-mortems of policy outcomes. Nevertheless, such efforts are made by 
many actors with varying degrees of formality, and the results of these investiga-
tions, whether accurate or not, are fed back into the policy process, influencing 
the future direction and content of the policy.

As we have seen already, the role of actors is crucial to how an evaluation is 
carried out and the results that it produces. This is no less true of assessments of 
success and failure. Different types of evaluations can be undertaken by different 
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sets of actors and can have very different impacts on subsequent policy deliber-
ations and activities (Fischer and Forester, 1987). As Bovens & t’Hart (1995, 21) 
note, ultimately “judgements about the failure or success of public policies or pro-
grams are highly malleable. Failure is not inherent in policy events themselves. 
“Failure” is a judgement about events.” These judgments about policy success and 
failure often depend partly on imputing notions of intentionality to government 
actors, assuming that there was a “method to the madness” and that policy actors 
meant to achieve what their actions produced. Intentionality makes it possible to 
assess policy-making results against expectations.

However, even with this rational assumption, assessment is not a simple 
task (see Sieber, 1981). First, as we have seen, government intentions may be 
vague and ambiguous, or even potentially contradictory or mutually exclusive. 
Second, labels such as “success” and “failure” are inherently relative and will be 
interpreted differently by different policy actors and observers. Moreover, such 
designations are also semantic tools used in public debates to seek political ad-
vantage. That is, policy evaluations affect considerations and consequences re-
lated to assessing blame and taking credit for government activities at all stages 
of the policy process, all of which can have electoral, administrative, and other 
consequences for policy actors (Bovens & t’Hart, 1996: 9; Brandstrom & Kuipers, 
2003; Twight, 1991; Hood, 2002; Hood & Rothstein, 2001).

Such judgments, by nature, are at least partially linked to factors such as the 
nature of the causal theories used to frame policy problems at the agenda-setting 
and formulation stages and the conceptual solutions developed at the formulation 
stage. The expectations of decision-makers about likely program or policy results 
and the extent of time allowed for those results to materialize before evaluators 
make their assessments are other important factors (Bovens & t’Hart, 1996: 37). 
Policy evaluation processes, recognizing these built-in biases, often simply aim to 
provide enough information to make reasonably intelligent and defensible claims 
about policy outcomes, rather than offering definitive explanations that build air-
tight cases concerning their absolute level of success or failure.

Assessing the Results of Policy Evaluation
Evaluation Criteria

Value criteria for assessing the results of evaluation are numerous and broad. 
The OECD/DAC specifies five criteria for policy evaluation: efficiency, effective-
ness, impact, relevance, and sustainability (IOB, 2009). Economists tend to focus 
mostly on efficiency, while effectiveness is the touchstone for numerous policy 
practitioners. Equity is an important criterion for many people, though little 
agreement on what it means and, more importantly, how to promote it. Here we 
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will only briefly look at efficiency and effectiveness, two criteria that are widely 
used in policy evaluation.

Efficiency
This criterion is about allocating resources to achieve policy goals in an econom-
ical manner. It measures the relationship between input and output with the in-
tention of maximizing outputs for a given input or minimizing costs for a given 
output. It considers not simply the quantity but also the quality of outputs because 
there are often trade-offs between the two. Efficiency evaluation is an unavoidably 
comparative exercise, in that it seeks to assesses the efficiency of a policy measure 
in comparison with alternative measures. In reality, there may not be a comparable 
past or current measure to use as a benchmark for assessing efficiency (IOB, 2009).

Efficiency in the policy context includes not only the material costs but also 
the transaction and other costs associated with rules and operating procedures. 
It relies heavily on cost-effectiveness analysis, which is a tool for estimating a 
program’s outputs against its costs. A more rigorous economic evaluation would 
estimate and compare all costs, including opportunity costs, with all present and 
future benefits employing cost–benefit analytical  techniques (HM Treasury, 2003).

While all economic evaluation techniques are sometimes identified as modes 
of efficiency evaluation (Pindyck & Rubinfedl, 2018; Hirshleifer et al., 2005), 
this is not entirely accurate because efficiency, technically speaking, is a much 
broader and multifaceted concept. Calculating costs and benefits in public policy 
is complicated by the intangible nature of many inputs, outputs, and outcomes. 
In educational policy outputs, for example, it is not easy to calculate the cost of 
the support for learning offered by parents and community, much less the value 
of all the benefits that the community derives from educating children. Be that as 
it may, concern about efficiency is helpful to the extent it promotes awareness of 
costs among program managers. Policies and programs consume scarce resources 
and so allocating them wisely is vital. Ideally, this would have been done at the 
policy formulation stage and verified again after the policy has been implemented.

Effectiveness
While efficiency receives the most attention in discussions about evaluation— 
perhaps reflecting the preponderant influence of  economists—it is effectiveness 
that is the primary criteria for assessing polices. Effectiveness relates to the extent 
to which policy inputs and activities achieve the desired outcomes. If the main ob-
jective of public policy is to solve collective problems, an effective policy is one that 
helps solve the problem in question. A policy that is ineffective in achieving its pri-
mary goals is a useless policy, regardless of its performance with regard to efficiency, 
equity, and other criteria. Note that an effective policy may not necessarily be ef-
ficient in the sense of being the most economical means of attaining a policy goal.
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A policy intervention is considered effective if it has made a demonstrable 
contribution to the achievement of the set objectives. Assessment of effectiveness 
involves three analytical steps:

• The measurement of changes in the effect variables in comparison to 
the situation at the start (baseline);

• Attribution of the observed changes to the intervention;
• Assessment of changes observed and attributed to the intervention in 

terms of the objectives (IOB, 2009).

However, it is not usually possible to clearly demonstrate that it was the pol-
icy intervention—separate from contextual factors and other policies—that was 
the “cause” of the desired change. That is, would the same results have been 
achieved without the intervention?

Dealing with the Results of Evaluation: 
Policy Feedback and Policy Termination

Regardless of what is concluded about the efficiency, effectiveness, and equity of 
a policy, there are three possible paths for what is done with the findings. First, 
a policy can be judged successful and continued in its present form. Second, and 
much more typically, a policy can be judged wanting in some respect and efforts 
suggested for its reform (see Patton & Sawicki, 1993). Finally, a policy can be 
judged a complete failure (or success), leading to the recommendation that it be 
terminated (see deLeon, 1978; Geva-May, 2001; Bovens & t’Hart, 1996; Bovens 
et al., 2001). In the first two outcomes, the policy evaluation stage serves to feed 
the results of the policy intervention back to some other stage of the policy pro-
cess. While it is not clear to which stage the process will proceed, in many cases 
it returns to the agenda-setting stage, hence providing the policy cycle with its 
cyclical, iterative shape (see Pierson, 1993; Anglund, 1999; Coleman et al., 1996; 
Billings & Hermann, 1998).

The third alternative option for policy reform is, of course, simply to ter-
minate or end a policy or program. Like more limited proposals for reform, this 
option involves feeding the results of the evaluation back into the policy process, 
usually directly to the decision-making stage. Unlike proposals for more limited 
reform or simply accepting the status quo, the option of policy termination envi-
sions a complete cessation of the policy cycle, at least in its then-current form, at 
a point in the very near future (deLeon, 1978, 1983).

Although it is common for evaluations, especially political ones, to suggest 
the adoption of the termination option, observers have noted the reluctance of de-
cision-makers to adopt this course of action and the general tendency for policies 
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to persist even when they are considered by many to have failed to achieve their 
goals (Weaver, 1988). This is partially due to the inherent difficulties, mentioned 
above, of arriving at agreement on policy success or failure. Although, occasion-
ally, a problem may be seen as so pernicious that no possible option can rea-
sonably be expected to resolve it—in other words, that all options will fail—or 
as having been so successful that government action is no longer required, all 
observers note that the attainment of unified opinion on these matters among 
relevant policy actors is an exceedingly rare circumstance (see Daniels, 1997; 
Kaufman, 1976; Lewis, 2002; Franz, 2002). Much more typically, existing pro-
grams and policies will have developed established beneficiaries who will define 
their interests and depending on program continuation and, often, have become 
so institutionalized that attempts at policy cessation would trigger a costly battle 
involving considerable legal, bureaucratic, and political expense (Weaver, 1988; 
Bardach, 1976; Geva-May, 2001). Handbooks and guidelines for would-be ter-
minators all stress the need to develop political coalitions and circumstances al-
lowing these costs to be overcome if termination is to proceed (see Behn, 1977; 
Geva-May & Wildavsky, 1997).

These observations all underscore the extent to which termination rep-
resents, in effect, an effort to overcome path dependencies or policy legacies in 
the policy process; that is, the manner in which earlier decisions affect the course 
of future ones by altering the context in which future decisions can be made 
(Mulvale et al., 2007; Kay, 2005; Greener, 2005; Pierson, 2000a). Such legacies 
from the past make the achievement of termination very difficult, often requiring 
an ideological shift in government and society to allow the more or less uniform 
judgments of success or failure to emerge, and such broad consensus is most 
frequently required for uncontested terminations to be made (Kirkpatrick et al., 
1999; deLeon, 1997).

It also bears mentioning that a successful termination in the short term does 
not guarantee a similar long-term result. Thus, if the perception of a problem 
persists, a termination will usually feed back directly into a reconceptualization 
of problems and policy alternatives and a new round of policy-making. If no other 
suitable alternative emerges in this deliberation, this can result in the reversal of a 
termination and the reinstatement of a terminated program or policy.

Linking Policy Evaluation and Learning: 
Evaluation Styles in Government
Understanding the links between the evaluation process and its outcomes re-
quires an understanding of the reasons why learning, “non-learning,” and other 
forms of “limited learning” occur in complex organizations. Non-learning involves 
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failing to undertake any evaluations, while limited learning occurs when lessons 
of only a very restricted scope are drawn from the evaluation process (Abraham-
son & Fairchild, 1999; Tamuz, 2001; May, 1999; Simon, 1991; March & Olsen, 
1975). Research in the administrative and organizational sciences suggests that 
which type of learning will occur depends on the capacity and willingness of 
policy-makers to absorb new information (see Huber, 1991; Peters, 1998; Zarkin, 
2008).

As Cohen and Levinthal (1990: 132; also see Lane & Lubatkin, 1998) have 
observed with reference to private firms,

the ability to evaluate and utilize outside knowledge is largely a function 
of the level of prior related knowledge. At the most elemental level, this 
prior knowledge includes basic skills or even a shared language but may 
also include knowledge of the most recent scientific or technological de-
velopments in a given field. Thus, prior related knowledge confers an 
ability to recognize the value of new information, assimilate it, and apply 
it to commercial ends. These abilities collectively constitute what we call 
a firm’s “absorptive capacity.”

In a complex organization such as a large firm or government, this implies 
that learning is a cumulative process and that the existing store of knowledge 
largely determines what will be done with any new information that flows into 
the organization. That store of knowledge resides, of course, in the personnel who 
staff such organizations, and their training and experience on the job thus con-
stitute a key determinant of the propensity for learning within the organizations, 
whether private firms or governments.

Also critical in this regard, as Aldrich and Herker (1977) note, are “bound-
ary-spanning” links between the organization and its environment, links  receptive 
to new information and capable of disseminating it within the organization. 
That  is, learning requires policy elites and administrators to be open to these 
new inputs and not threatened by their dissemination across the organization. 
Hall (1993) and Sabatier (1987) have suggested that this engagement and trans-
mission of new ideas must be found in larger sets of the policy universe. The 
impact of this latter form of social learning, as discussed above, both authors have 
argued, is likely to be more profound than the more limited effects generated by 
closed elite or insider evaluation and reflection.

Two relevant variables affect the potential for evaluations to lead to learning: 
(1) the capacity of government in terms of the level of training, skill, and profes-
sionalism of its employees; and (2) the nature of the policy subsystem and espe-
cially its open or closed stance to admitting new ideas and interests.

Thus, for “social learning” to take place, a state must have a high-capacity 
civil service operating within a relatively open and permeable policy subsystem. 
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When personnel are poorly trained or inexperienced and subsystems are closed, 
only perfunctory or limited forms of learning can be expected to result. Low- 
capacity civil services dealing with large and complex subsystems are likely to 
generate only limited forms of learning, most likely contested learning—whereby 
different actors draw disparate conclusions from any results obtained; while 
high-capacity evaluators dealing with closed subsystems are likely to focus on 
technical issues in the hope of making improvements that rest upon the ideas 
that are currently within bounds. These outcomes are set out in Figure 8.3, 
along with examples of each outcome drawn from the case of transportation 
policy-making.

Policies meant to address the problems posed by growing motor vehicle traf-
fic, for instance, illustrate the divergent evaluations that are possible. Debates over 
“what is to be done about traffic” are commonplace in affluent urban areas, partic-
ularly where economic activity and population are growing. Where civil engineers, 
who are trained to produce road infrastructure, are primarily responsible for trans-
portation policy, road use is evaluated through traffic counts, a simple metric that 
captures the volume of driving but ignores both the causes behind it and the con-
sequences beyond transportation impacts. The typical response to such evalua-
tions documenting growing traffic volume, and identifying the primary impact of 
road congestion, is to propose building new roads or removing bottlenecks. The 
extra road, of course, is soon choked up again as the number of cars increases, a 
lesson that evaluators are unlikely to learn under this mode of evaluation.

If the same transportation policy subsystem adopts a broader assessment 
framework, such as measuring energy efficiency and air pollution in addition to 
traffic volume, policy evaluation moves to the upper-right quadrant of Figure 8.3 
and raises the opportunity for technical learning. Here, enabling automobile 
use to provide growing levels of urban mobility remains the policy goal, but by 
using additional assessment tools, civil engineers and other transport policy ac-
tors gain feedback on the energy and environmental challenges that also arise 
from auto use, in addition to the traffic congestion. This can show the value of 
transportation demand management options, such as road pricing or incentives to 
carpool, bike, or telecommute. Such feedback represents an opportunity for tech-
nical learning, and has been used to initiate road pricing in cities as diverse as 
 Singapore, Trondheim, and London, while other cities (including New York City) 
are considering its imposition (Cardwell, 2008).

When a broader set of assessment techniques is applied by policy actors with a 
wide range of viewpoints, the result is likely to be contested learning, depicted in the 
lower-left quadrant of Figure 8.3. Here one set of evaluators, such as environmental 
groups, will evaluate the automobile’s impacts in relation to goals that extend well 
beyond transportation performance, while another set sticks with the established 
mobility goals. Environmental sustainability, conservation of agricultural lands, and 
public health improvements will then be pitted against mobility goals. To those who 
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assess environmental, energy, and public health impacts, the car’s costs will clearly 
outweigh its benefits, while those who assess automobile travel in terms of mobility 
will not recognize these costs and dispute the conclusions for policy change that 
flow from them. Such contested learning is characterized by the phenomenon of 
“duelling experts,” who often contribute to a policy stalemate where rival organiza-
tions assert their findings, which are used mainly to block changes based on each 
other’s evaluative conclusions.

Finally, when the policy subsystem is open to comprehensive evaluation of 
an urban transportation policy, such as when a change in government introduces 
new officials to policy deliberations, and the evaluation techniques cover a broad 
range of assessment tools, the opportunity for a paradigmatic shift in policy ex-
ists. Here, in the lower-left quadrant of Figure 8.3, we would find transportation 
breakthroughs like the decision to close large sections of Bogota, Colombia, to 
automobiles on weekends, to restrict daily driving into the city on weekdays, 
and to reallocate road space away from automobiles to rapid bus services. Such 
policy decisions, of course, require a recognition that automobiles can never 
meet the demand for urban mobility in a truly sustainable manner (Ardilia & 
Menckoff, 2002).

Conclusion: The Role of Evaluation in Policy Cycle
Different forms of evaluation take place in the public policy process under the 
direction, and with the involvement, of different types of policy actors in the 
policy subsystem, and result in different learning outcomes. These feed back into 
succeeding phases or rounds of the policy cycle. Despite inherent difficulties 
with assessing the success or failure of policy efforts, past writings on the subject 

Figure 8.3 Types of Learning Outcomes Expected from Different Evaluative 
Modes

Evaluation Techniques

Partial Comprehensive

Su
b

sy
st

em
 C

o
m

p
le

xi
ty

Low Non-learning
Perfunctory evaluation that validates 
existing policy.
E.g.: Highway expansion planning

Technical learning
Consideration of alternative means, 
same goals.
E.g.: Traffic management planning

High Contested learning
Competing/partial evaluations by 
 different organizations.
E.g.: Separate evaluation by agricul-
tural, environmental, and road user 
interests of traffic patterns and use.

Social-political learning
Consideration of paradigmatic 
alternatives.
E.g.: Car-free days; reducing roads by 
reserving lanes for buses; taxing cars 
and channelling the revenues thus 
generated to public transportation. 



8  Policy Evaluation  ❖   271

of policy evaluation have tended overwhelmingly to concentrate on developing, 
criticizing, and refining the techniques of formal administrative evaluations. In 
that process of technical refinement, the limits of rationality in the policy process 
were often forgotten, along with the lesson that policy evaluation is an inherently 
political exercise (Hellstern, 1986; Chelimsky, 1995).

Analysts who do account for the politics underlying policy evaluation see it 
as a continuation of the struggle over scarce resources or contested ideologies. 
However, they also see it part of a policy cycle in which policies develop and 
change on the basis of assessments of past successes and failures and conscious 
efforts to emulate successes and avoid failures (see Sanderson, 2002a, 2002b). 
This conception not only helps to make sense of policy evaluation and removes 
it from the narrow technocratic concerns characteristic of administrative evalua-
tion, but also helps to identify the different learning that can emerge in the eval-
uative process. It highlights the significant role played by all forms of evaluation 
in animating the policy cycle as decisions play out over time, the subject of the 
final chapter of the book.

Study Questions
1. What are the potentials and limitations of different evaluation techniques?

2. What are the respective advantages and disadvantages of evaluation by internal 
and external experts?

3. What capacity is required to carry out effective evaluation? How can this be 
developed?

4. To what extent is it possible to engage the public in policy evaluation?

5. What is policy learning, and how would you promote it?
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Chapter 9
❖

Patterns of Policy Change
Between Punctuations and Increments

The ideas, arguments, and evidence presented in this book have revealed that 
public policy-making is rarely as simple and straightforward an exercise as 

either analysts or policy-makers might wish for, but neither is it so complex and 
convoluted that it becomes impenetrable to an effective examination of what has 
transpired, and more importantly an understanding of why it has occurred.

Public policy arises from the activity and decisions of many actors operating 
under the influence of an amorphous, yet inescapable, context of ideas and in-
stitutions, employing a variety of diverse and multifaceted policy instruments to 
try and achieve the goals of government (Braun, 1999). This intricacy poses real 
challenges to those seeking to build a comprehensive and cumulative understand-
ing of the policy-making endeavour; requiring the development of a distinct vo-
cabulary of policy-related terms and concepts that can be integrated to generate 
testable hypotheses and thus build robust theories and models of policy-making 
processes and activities.

As the chapters in this book have shown, one of the most recognized and 
time-tested approaches to advancing analysis through such complexity is to break 
down the public policy-making process into a series of discrete but related func-
tions that, together, form a cycle of tasks and activities that lead to policy out-
comes. The key components of that cycle correspond to the five stages found in 
many other instances of applied problem-solving, whereby problems are recog-
nized, possible solutions are proposed, a solution is considered and ratified, the 
chosen strategy is put into effect, and finally the outcomes are monitored, evalu-
ated, and fed back into the process. In the creation of public policy, these stages 
are manifested as agenda-setting, policy formulation, decision-making or policy 
choice, policy implementation, and policy evaluation.

Of course, the public policy process is not necessarily as tightly sequential 
or goal-driven as the model illustrates. Policy actors, it is justifiably argued, do 
not go about making and implementing policies in quite the systematic manner 
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suggested by the idealized approach in the policy cycle model. While the critique 
of rigidly interpreting public policy as being carried out in a series of stages is cer-
tainly valid, it is also true that such a limitation can be mitigated through diligent 
examination and cautious inference from the model to evidence found in reality, 
and vice versa.

The cycle model’s greatest advantage comes from its role as a methodological 
heuristic: facilitating the understanding of the public policy process by subdividing 
it into parts that can be investigated both directly and in terms of their relationship 
to other stages of the cycle. This enables the accumulation of empirical insights de-
rived from individual cases, comparative studies of multiple cases, and the aggrega-
tion of insight from stages of one or multiple cases into policy models and theories.

The policy cycle model’s greatest virtue is thus its deep empirical foundation, 
which has supported the systematic evaluation of diverse factors driving public 
policy-making at each of their procedural stages. The policy studies literature is 
replete with these insightful perspectives on policy, including those challenging 
and rejecting the policy cycle model, which have been built on the conceptual 
foundations of, and accumulated knowledge gained from, studies that originated 
from focusing on all or part of the policy cycle.

While abstract conceptualization is necessary to develop a broad picture 
of the policy process, however, an analytical framework that offers insight into 
the sub-processes by revealing the dynamics that animate the mechanics of 
 policy-making is also essential.

These animating forces considered in this book at each stage of the  policy 
cycle have been the actors, institutions, and ideas influencing the content 
and  processes that create the policy in question, the context in which it occurs, 
and the instruments employed to pursue it. These aspects of the  policy-making 
process are intricate phenomena in their own right, and the general nature of 
these elements has been sketched out in the preceding chapters. Ultimately, it has 
been argued, policy-making can be thought of as both a process in which inter-
ests and ideas collide as actors contest and deliberate over what to do, and also a 
knowledge along which actors learn from past successes and mistakes as the cycle 
extends through successive rounds or iterations.

Studying policy-making by applying the policy cycle perspective thus high-
lights the dynamic forces at work in policy-making and helps to reveal the oth-
erwise difficult-to-discern political influences among actors, ideas, institutions, 
and instruments that can offer meaning to these dynamics. However, while dis-
aggregation has permitted the detailed examination of each stage of the policy 
process presented in Chapters 4 to 8, there remains the question of what the 
whole process adds up to or reveals over time. Are there typical patterns of policy 
development and change? And, if so, how do such patterns come into being, and 
how do they influence subsequent policy actions and outcomes? These issues will 
be examined in this concluding chapter.
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The Outcomes of Policy Succession
Policy Feedback

As E.E. Schattschneider (1935: 38) noted, “new policies create new politics.” That 
is, the outcomes of the policy process tend to “feed back” into the policy environ-
ment, thus altering important aspects of the political in which policy was created, 
including institutional rules and operations, the distribution of wealth and power 
in society, the nature of the ideas and interests relevant to policies, and even the 
selection of personnel assigned to deal with policy problems.

As we have shown in Chapter 8, the feedback process from formal and infor-
mal evaluation efforts can easily affect the identification and interpretation of pol-
icy problems, assessments of the feasibility of potential solutions, and target groups’ 
responses to them, thereby altering the conditions under which policies are further 
developed and implemented. Policies can create new “spoils” for policy actors to 
contest and new ideas about “what works” and why policy actions produced partic-
ular effects, or can result in the mobilization or “countermobilization” of actors who 
feel threatened or disadvantaged by an existing policy or program (Pierson, 1993). 
Hence, it is not at all unusual—in fact, it is typical—for policy-making to reiterate 
the policy process following the outcome of the evaluation stage, as captured in the 
policy cycle’s logic of recurring deliberation and iterative processing.

Exactly where or to which stage a policy process may go following any other 
stage, but particularly after evaluation, depends on the nature of the feedback 
provided and the types of actors involved. As we have seen, formal evaluations by 
governmental actors, for example, tend to result in limited critiques that typically 
might involve alterations to the policy implementation process, such as the orga-
nization, or reorganization, of agencies or regulations to deal with an issue raised 
in the evaluative process. However, these and other types of evaluations can also 
result in new ways of thinking about a problem and solutions to it, feeding back 
into earlier stages such as agenda-setting and policy formulation where problems 
and options are initially framed and assessed.

Reconsideration and revision of options, tools and techniques that were de-
veloped within some stage of the policy cycle are a typical result of evaluation 
processes and often yield larger or smaller reforms of existing policies and pro-
cesses. It is important to note, however, that subsequent iterations of the cycle 
take on a distinctive form through the development of entirely new policies, since 
they build on an already existing policy framework or “regime.”

That is, as incrementalists such as Charles Lindblom have suggested, fu-
ture rounds of policy-making typically build on the results from earlier rounds 
and, as a result, successive rounds and their outcomes tend to incorporate many 
aspects of existing policies rather than develop completely new forms of policy ac-
tion. Although dramatic shifts in policies could occur, typically only more minor 
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changes actually do arise because the general configuration of existing policy 
processes—subsystem membership, political and other relevant policy institu-
tions, policy ideas, discourses and frames, and state and societal capacities and 
constraints—do not change substantially between iterations of the cycle. Thus, 
typical feedback processes emerging from policy evaluation, as Paul Pierson has 
noted, underscore and help to explain the historical or “path-dependent” nature 
of policy cycle deliberations in modern states (Pierson, 2000a, 2004).

“Path dependency” in this sense is a term used by economists, sociologists, 
and others to capture the manner in which previous conditions affect future con-
ditions (see Mahoney, 2000; Pierson, 2000a; Haydu, 1998); in short, the term is 
a kind of shorthand for the idea that, in policy-making, “history matters.” That is, 
the continuity of policies over time because of the existence of “policy legacies” 
limits the nature and extent of choice policy-makers have in making subsequent 
decisions (see Weir, 1992; Rose, 1990; Kay, 2006).

Policy path dependence describes the situation whereby once a system is in 
place, policy tends to perpetuate itself by limiting the range of choices or the 
ability of forces both outside (“exogenous”) and inside (“endogenous”) the system 
to alter that trajectory. In other words, once a trajectory gets established it tends 
to “lock in” the previous state of the system and the direction of its dynamics 
( Arthur, 1989; Duit, 2007).  Examples of this phenomenon range from how deci-
sions on the initial locations of hospitals and schools affect their operations to that 
of decisions to ban nuclear power, which are much harder and more expensive to 
take once plants have been built than if they had never been constructed in the 
first place (Wilsford, 1994; Pollock et al., 1989; Rona-Tas, 1998; Davidson, 2004).1

While the concept of path dependency may exaggerate the extent to which 
policy lock-in occurs (Kay, 2005; Greener, 2002; Dobrowolsky & Saint- Martin, 
2005; Howlett & Rayner, 2006; Ross, 2007), it is quite clear that policy lega-
cies affect policy-making by creating institutional routines and procedures that 
can drive decision-making in particular directions—by either eliminating or dis-
torting the range of options available to governments (see Wilsford, 1985, 1994; 
 Pierson, 2000a; Rona-Tas, 1998).2 Policies continue to develop through iterations 
of the policy cycle, and a common theme in the literature on policy dynamics is 
the manner in which aspects of policy subsystems and dominant ideas become 
institutional obstacles to change.

Policy Termination

Before we discuss the substance of these policy change patterns and their im-
plications, however, we should recall that another course of change is possible: 
policy termination. That is, while many permutations of policy feedback exist 
and can feed back into the policy process in different ways, as was also set out 
in Chapter 8, one basic option for change is simply to terminate a policy or 
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program. Like more modest reform proposals, this option involves feeding the 
results of an evaluative process back into the policy process, usually directly to 
the  decision-making stage. Alternatively, policy termination invokes a complete 
break in the policy cycle, which rarely happens in reality (deLeon, 1978, 1983).

As we saw in Chapter 8, although it is fairly common for evaluations, espe-
cially political ones, to suggest the termination option, decision-makers find it diffi-
cult to adopt this course of action and, as a result, most policies tend to persist over 
long periods once they have been established (Weaver, 1988). This is partially due 
to the inherent difficulties of reaching agreement about a  policy’s  success or failure 
(which were also noted in Chapter 8). Only rarely would a problem be seen to be so 
pernicious that no possible option could be expected to improve it—in other words, 
that all options will fail—or as having been so successful that further government 
action is no longer required (see Daniels, 1997; Kaufman, 1976; Lewis, 2002; 
Frantz, 2002; Geva-May, 2001; Behn, 1977;  Geva-May & Wildavsky, 1997: Ch. 5).

Types of Policy Change
Most observers of policy dynamics recognize that two common types or  patterns 
of change are typical of public policy-making. The more “normal” pattern involves 
relatively minor tinkering with policies and programs already in place through 
successive rounds of policy-making, which can result in new policies being 
“ layered” on top of existing ones. Such changes are “incremental” and do not 
individually affect the essential substance of existing policy styles or paradigms, 
although collectively, as discussed below, they can affect the coherence and con-
sistency of the elements of a policy regime. The second, more substantial pattern 
relates to the fundamental transformation of policy-making and involves changes 
in basic sets of policy ideas, institutions, interests, and processes. Termination is 
one such mode of transformation, but other paths to major change also are pos-
sible. Like termination, though, major changes confront the constraints of past 
policy legacies, making such changes difficult and rare.

Normal Policy Change

There is a surprising degree of continuity in public policy, for most policies made 
by governments are, for the most part and most of the time, in some way a con-
tinuation of past policies and practices. Even what are often portrayed as “new” 
policy initiatives are often simply variations on existing practices (Polsby, 1984; 
Lindblom, 1959; Hayes, 1992). This is because, as we have seen, the principal 
elements of policy-making—the actors, ideas, and institutions involved, and the 
constraints and capacities with which they operate—change very slowly, if at 
all, between deliberative iterations of a policy process, while periods of activity 
within a stage of the policy cycle occur much more frequently.
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The structure of policy subsystems in particular affects the overarching sets 
of policy ideas that determine the recognition of policy problems, the construc-
tion of options to address those issues, and the implementation and evaluation 
of means to advance solutions in practice. As we have seen, subsystem structure 
shapes the policy discourse by conditioning the members’ perception of what is 
desirable and possible, and affects the selection and use of policy instruments 
and shapes the evaluation of policy outcomes.

The sources of these ideas are varied, not to mention contentious; they range 
from purely ideological constructs, to manifestations of material conditions, to 
developments in science and the knowledge base of society, policy-makers and 
analysts. And more recently, the inputs to policy discourse include deliberate dis-
information, misinformation and half-truths presented as alternative facts, and 
wishful thinking that infiltrate across borders through social networks. The dis-
ruptive influence of post-factual inputs raises challenges to both the study and 
practice of public policy-making that will be addressed once our consideration of 
normal policy change is completed.

Rhodes (1997a) and Schaap and van Twist (1997), as well as many others, 
have argued that policy stability is greatly enhanced by the fact that all subsys-
tems tend to construct “policy monopolies” in which the interpretation and gen-
eral approach to a subject is more or less fixed (see Baumgartner & Jones, 1991, 
1993). Only when a monopoly is broken by the emergence of new members or 
the departure of old ones can we expect to find substantial policy change in 
any significant sense (see Kubler, 2001; Dudley & Richardson, 1998; de Vries, 
2000, 2005a, 2005b).

These “closed networks” are a key source of policy stability, which is based 
largely on the ability of existing policy actors to keep new actors from enter-
ing into policy debates and discourses or to marginalize their participation (see 
Daugbjerg, 1997; Hammond & Knott, 2000). This can occur, for example, when 
governments choose not to appoint prominent critics to advisory boards or regu-
latory tribunals, or when funding is not made available for outside interveners to 
participate in public hearings. Governments can also resist creating the entities 
and procedures that broaden inputs into policy-making, or interest groups can 
cultivate specialized structures within epistemic communities creating niches 
that restrict participation in a policy network (Browne, 1990, 1991; Greenaway, 
2007; Raphael, 2008).

Atypical Policy Change

Within a policy regime, considerable fluctuations and marginal changes can occur 
without altering the long-term pattern of policy procedures or contents (Hayes, 
2001). Forces promoting policy stability and limited change are powerful, yet at 
times we can observe major breaks from the established substance and process 
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of policy-making. This type of atypical policy change involves a substantial dis-
ruption or transformation in the components of policy regimes, including policy 
paradigms and styles.

Normally, policy “monopolies” retain their control over policy deliberations 
and outcomes through a variety of means, including denying room on policy agen-
das for new ideas and actors; closing membership in policy networks at the for-
mulation stage and thus restricting the range and type of policy alternatives that 
can be articulated; promoting status quo decision-making; limiting the resources 
and ability of implementers to alter policies; and scoping the terms of evaluation 
so that only limited forms of learning can emerge from policy assessment (Gre-
enaway et al., 2007).

All of these activities inhibit change at various stages of the policy cycle 
and thus promote policy stability. They help to maintain stable policy “frames,” 
or relatively enduring sets of policy ideas, and filter out alternative visions of 
public policy that could inspire efforts toward more fundamental change (Schon 
& Rein, 1994). These procedures and practices established by policy monopo-
lies explain why a “normal” pattern of policy change typically involves tinker-
ing with or altering particular components of existing policies without actually 
changing the configuration of a policy regime. While there may be a great deal 
of continuity in policy succession, however, over time it is possible for the addi-
tion of new layers of complexity to result in duplication of initiatives, confusion 
in policy goals, and the inconsistent use of policy instruments. These factors 
can lead to policy failures or can make existing regimes vulnerable to the criti-
cisms raised by actors within a policy subsystem as well as by excluded members 
of the policy universe. This can lead to the development of increasingly prob-
lematic policy mixes (Pierson, 2000c; Greener, 2002; Stead & Meijers, 2004; 
Meijers & Stead, 2004).

In their studies of institutional and policy change in Europe and elsewhere, 
Kathleen Thelen (2003, 2004) and Jacob Hacker (2004a, 2004b), among others, 
identified several common processes of policy development that tend to yield sub-
optimal policy outcomes over time. These paths to deficiency include layering, 
drift, conversion, and replacement or redesign with associated redirection of pol-
icy. Layering, as noted above, is a process in which new ends and means are sim-
ply added to existing ones without abandoning the previous ones. This is likely to 
promote incoherence among the policy ends as well as inconsistency with respect 
to policy means (Howlett & Rayner, 1995; Rayner et al., 2001). Drift is said to 
occur when policy ends change while policy means remain constant, thus mak-
ing the means inconsistent with respect to the changed ends and hence often 
ineffective in achieving them (Torenvlied & Akkerman, 2004). Conversion is a 
process in which there is an attempt to change the mix of policy means in order 
to redirect results toward new goals that have (self)-evolved. (Falkenmark, 2004; 
Hacker, 2004a, 2004b). In policy redesign or replacement there is a conscious 
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effort to fundamentally restructure both the means and ends of policy so that 
they are consistent and coherent in terms of their goals and means orientations 
(Eliadis et al., 2005; Gunningham et al., 1998) (see Figure 9.1).

Many established policy regimes have been developed haphazardly through 
layering processes in which new tools and objectives were simply piled on top 
of older ones, creating a palimpsest-like mixture of overwritten policy elements 
(Scrase & Sheate, 2002; May et al., 2007; Thomas, 2003; May et al., 2005; 
 Lafferty & Hovden, 2003; Evers & Wintersberger, 1990; Evers, 2005). As these 
layers build up, however, they can result in failure to achieve goals and objectives 
that in turn undermine the ability of an existing policy monopoly to continue 
control over policy processes and outcomes, leading to a second mode of atypical 
policy change.

Atypical policy changes often occur as a result of the activities of specialized 
policy actors reacting to discordances or “anomalies”—discrepancies between 
events on the ground and their theorization within the dominant paradigm— 
which frequently occur as the layers of policy build up over multiple rounds of 
policy-making (Wilder & Howlett, 2014). As Sabatier (1987), Kingdon (1984), 
and others have argued, anomalous events and activities are those that are not 
expected or understandable in terms of prevalent policy discourses. These devi-
ations from the expected policy norm perturb calculations of actor self-interest 
and subsystem legitimacy and allow innovative actors—“policy entrepreneurs”—
to leverage changing circumstances in order to introduce new ideas into the pol-
icy milieu (Bundgaard & Vrangbaek, 2007). These new actors are often seen as 
engaged in a struggle with established ones, who usually resist the introduction of 
new ideas and defend the status quo or, at least, attempt to limit changes to those 
compatible with existing arrangements and understandings (see Nunan, 1999; 
Howlett &  Rayner, 1995; Jenkins-Smith et al., 1991).

Two exogenous sources of atypical policy change have received detailed ex-
amination in the literature: systemic perturbations and policy spillovers. In his 
studies of policy anomalies, for example, Paul Sabatier has argued that “changes 
in the core aspects of a policy are usually the results of perturbations in non-cog-
nitive factors external to the subsystem such as macroeconomic conditions or the 

Figure 9.1 Relationship between Policy Means and Policy Ends in a Policy Portfolio
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rise of a new systemic governing coalition” (Sabatier, 1988: 140; see also Sabatier, 
1987; Sabatier & Jenkins-Smith. 1993a).

“Systemic perturbation” is thus a term used to describe one of the oldest 
known forces that can trigger atypical policy changes—external crises that 
upset established policy routines and relationships (Meyer, 1982; Brandstrom 
& Kuipers, 2003). These can include idiosyncratic phenomena such as wars or 
disasters, or recurring events such as critical elections and leadership changes 
(Meijerink, 2005; Birkland, 2004). The principal mechanism by which change 
occurs is through the introduction of new actors into policy processes, very often 
in the form of enhanced public attention being paid to a policy issue as a result of 
a perceived crisis situation (Cobb & Primo, 2003; Kindleberger, 1996).

“Subsystem spillovers” refers to exogenous change processes that occur when 
activities in otherwise distinct subsystems transcend old boundaries and affect the 
structure or behaviour of other subsystems (Dery, 1999; Lynggaard, 2001; Djelic 
& Quack, 2007; Kay, 2006). Examples include the collision of  internet-based com-
puting with existing telecommunications regimes and long-established natural 
resource policy actors dealing with Aboriginal land claims (Hoberg & Morawaski, 
1997; Grant & MacNamara, 1995; Rosendal, 2000; Gehring & Oberthur, 2000; 
Marion, 1999; Rayner et al., 2001).

Although this particular process of regime change has received less attention 
than episodes of perturbation, it would appear that spillovers can either occur in 
specific issues without any permanent change in subsystem membership (sub-
system intersection) or they can be more long-term in nature (subsystem conver-
gence). This general process, like systemic perturbations, affects policy processes 
largely through the introduction of new actors into otherwise stable regimes. Un-
like systemic perturbations, however, the new actors tend to be policy specialists 
and interested parties, rather than members of an aroused public or their newly 
empowered leaders (Deeg, 2007; May et al., 2007).

Two endogenous processes have also been linked to important atypical pol-
icy regime changes: venue change and policy learning. “Venue change” refers 
to changes in the strategies policy actors follow in pursuing their interests. In 
their work on policy formation in the United States, for example, Baumgartner 
and Jones (1993: 26, 239–41) noted several strategies employed by actors ex-
cluded from policy subsystems to gain access to policy deliberations and affect 
policy outcomes. They noted that venue-shifting strategies usually involved the 
redefinition of a policy issue or “frame” in order to facilitate alteration of the 
location where policy deliberations, especially formulation and decision-mak-
ing, occur. The internationalization of public policy-making and its impact on 
policy change—often addressed in shorthand as globalization—results in pol-
icy regime change largely through the proliferation of new venues for actors to 
exploit (Epstein, 1997; Cerny, 2001; Doern et al., 1996a; Melo, 2004; Bleich, 
2002, 2006).
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Not all policy issues are susceptible to reframing or image manipulation, 
however, and not all political systems contain any, or as many, alternative policy 
venues (Perl & Dunn, 2007; Meijerink, 2005; Wood, 2006). Notable instances of 
policy change through venue-shifting include those when environmental groups 
have attempted to redefine the image of an issue like waste disposal from a tech-
nical regulatory process to either a public health threat or a property-rights con-
flict that would be susceptible to lawsuits and recourse to the courts (see Jordan, 
1998; Hoberg, 1998; Richardson, 1999).

“Policy learning” is a second endogenous change-enhancing process. As dis-
cussed in Chapter 8, it refers to the manner in which, as Hugh Heclo (1974) has 
noted, a relatively enduring alteration in policy results from policy-makers and 
participants learning from their own and others’ experience with similar policies. 
While some types of learning are limited to reflections on existing practices, oth-
ers are much more far-reaching and can affect a wide range of policy elements 
(see Bennett & Howlett, 1991; May, 1992). All involve the development and dif-
fusion of new ideas into existing policy processes. These different conceptions 
reveal a common tendency for policies to change following variation among the 
policy ideas circulating within policy subsystems, as knowledge of past experi-
ence influences actors’ judgments as to the feasibility or desirability of existing 
courses of action (Knoepfel & Kissling-Naf, 1998; Benz & Furst, 2002; Nilsson, 
2005; de Jong & Edelenbos, 2007).

Punctuated Equilibrium: Linking Normal 
and Atypical Policy Change

Much anecdotal and empirical evidence suggests that normal and atypical pol-
icy dynamics are connected in an overarching pattern of policy change that can 
be described as a “punctuated equilibrium” (Wollin, 1999). In punctuated equi-
librium models, first developed in the areas of natural history and paleobiology, 
change occurs as an irregular, non-linear, or stepped function in which rela-
tively long periods of policy stability are interspersed with infrequent periods 
of disruptive change (see Eldredge & Gould, 1972; Gould & Eldredge, 1977; 
Gersick, 1991).

In the policy realm this refers to normal policy-making, which involves fairly 
common, routine, non-innovative changes at the margin of existing policies, fol-
lowed by bouts of atypical, or non-incremental, change involving new policies 
that represent a sharp break from how policies were previously developed and 
implemented leading to different outcomes (Baumgartner & Jones, 1993; Berry, 
1990; Rose, 1976; True et al., 1999; Hayes, 2001). Frequently cited examples 
of such patterns include shifts in fiscal and monetary policy in most Western 
countries from a balanced-budget orthodoxy to Keynesian demand management 
in the late 1940s and the subsequent shift to forms of monetarism in the late 
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1970s (Hall, 1989, 1992). Similar shifts occurred in many resource policy sec-
tors, as policies shifted from pure exploitation to conservation in the nineteenth 
century, and then from conservation to sustainable management in the twentieth 
(see Hays, 1959, 1987; Cashore & Howlett, 2007; Gould, 2007; Robinson, 2007; 
Robinson et al., 2007; Robinson & Caver, 2006; John, 2003).

While many cases of punctuated equilibrium have been well explored 
(Schrad, 2007; Heron & Richardson, 2008; Greer, 2008), a fully elaborated 
theory of when this particular policy dynamic emerges and how it establishes a 
new paradigm remains a work in progress. The extent to which examples from 
economic policy transformation can be generalized to support the assessment of 
change in other sectors such as security policy or environmental policy is far from 
settled. Among the questions remaining to be answered are the degree to which 
the dynamics of profound policy change transcend political systems and sectors, 
and the extent to which they depend on the substantive character of the policy 
that is changing (Mortensen, 2005; Howlett & Cashore, 2007; Kuhner, 2007; 
Bannink & Hoogenboom, 2007; John, 2003).

The general argument that has been proposed to explain punctuated equi-
librium patterns of policy dynamics, however, is that atypical change ultimately 
occurs because anomalies build up between the policy regime and the reality it 
“regulates,” causing a crisis of legitimacy within the existing regime and making 
it susceptible to both endogenous and exogenous forces and processes of change 
(Linz, 1978; Flink, 2017). The process of regime change is initially quite unstable 
as conflicting ideas emerge and compete for dominance when an existing paradigm 
or subsystem breaks down. The process becomes complete until the next upheaval, 
when a new set of ideas wins out over others and is accepted by most, or at least the 
most powerful, members of the policy subsystem then in place. The new regime’s 
hegemony is eventually established when it is institutionalized and its legitimacy 
yields recognition of policy ideas and options as normal and self-evident (see Wil-
son, 2000; Skogstad, 1998; Jenson, 1989; Legro, 2000) (see Figure 9.2, below).

The more stable the subsystem and the more established and embedded the 
ideas within it are about how policy should operate, the greater the propensity to 
resist change. When this is combined with a stable political regime where state 
agents are most comfortable reacting to change (e.g., adopting a “wait-and-see” 
approach to dealing with anomalies), the level of policy dysfunction will have to 
rise quite high before delegitimation yields a “big bang” political realignment that 
breaks away from an established policy monopoly. The resulting change will, by 
its nature, appear quite innovative.

Conversely, chaotic policy subsystems can become fertile ground for debat-
ing policy change, without necessarily yielding substantial innovation (McBeth 
et al., 2007). In their contest over different paradigms, an unstable mix of par-
ticipants will introduce diverse ideas in pursuit of disparate interests (Loughlin, 
2004; Van Kersbergen & Van Waarden, 2004; Jones & Baumgartner, 2005). 
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While the degree of chaos in policy subsystems has yet to be precisely cali-
brated into a widely accepted scale of turmoil, a growing level of disruption in 
the established understandings of policy initiatives across many domains is a 
leading cause of change.

The Continued Contemporary Relevance of Studying Public 
Policy: Can the Policy Cycle Model Cope with Challenges 
from “Truthiness”?

In recent years, growing concern has been voiced about the threat posed by the 
increased proliferation of “post-factual” evidence. The policy sciences legacy, as 
embedded within established policy regimes, appears to be at risk from a new 
type of anomaly—the obscuring of the distinction between fact and fabrication 
which potentially threatens the existence of the policy cycle as a model of learn-
ing processes writ large in society.

More and more policy processes as diverse as Brexit and international trade 
negotiations have been disrupted by the well-publicized growth of disinforma-
tion campaigns, “alternate” facts, and the wilful desire of many politicians and 

1. Regime stability. The reigning orthodoxy is institutionalized and policy adjustments are 

made largely by a closed group of experts and officials and other members of a closed 

subsystem.

2. Accumulation of real-world anomalies. Developments are neither anticipated nor fully 

explicable in terms of the reigning orthodoxy, thereby undermining its effectiveness and 

legitimacy.

3. Experimentation. Efforts are made by subsystem members to stretch the existing regime 

to account for the anomalies.

4. Fragmentation of authority. Experts and officials become discredited and new partici-

pants challenge the existing subsystem, paradigm, and regime.

5. Contestation. Debate spills into the public arena and involves the larger political process, 

including electoral and partisan considerations.

6. Institutionalization of a new regime. After a period of time, the advocates of a new 

regime secure positions of authority and alter existing organizational and decision-making 

arrangements in order to institutionalize the new subsystem, paradigm, and regime.

Figure 9.2 Non-Linear Model of Policy Regime Change: Stage Characteristics

Sources: Adapted from Peter A. Hall, “Policy Paradigms, Social Learning and the State: The Case of 
Economic Policy-Making in Britain,” Comparative Politics 25, 3 (1993): 275–96; M.S. de Vries, “Generations 
of Interactive Policy-Making in the Netherlands,” International Review of Administrative Sciences 71, 4 
(2005): 577–91.
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members of the public to avoid recognizing and engaging with reality (Kakutani, 
2018; McIntyre, 2018; Kavanagh & Rich, 2018).

This is clearly a challenge for adherents of evidence-based processes. The 
functions within each stage of the policy cycle thus risk being impaired by a 
shift away from seeking and utilizing empirically valid knowledge toward what 
the satirist Stephen Colbert derisively termed the embrace of “truthiness.” 
That is, toward opinion-driven selective engagement of information or, worse, 
adoption of intentionally false data and the alternate realities of conspiracy- 
theory-driven worldviews and judgments (Dossey 2014; Proctor & Schiebinger 
2008; Warnier 2013).

The explosive growth and pervasive rise of social media and internet jour-
nalism as key sources of information have been singled out as force multipliers 
for post-factual disruptions of policy analysis, creating politically potent weapons 
through a malicious compilation of deliberate misinformation, lies, and misdirec-
tion (Theocharis & van Deth, 2018; Greenwood et al., 2016). When the endoge-
nous propagation of alternative facts overlaps with, and amplifies, the disruptive 
effect of exogenous campaigns to convey misinformation, the uninformed be-
come increasingly confident in the value of their ignorance as a valid alternative 
to expertise (Johnson & Kaye, 2016; Kruger & Dunning, 1999; Motta et al., 2018).

While deception, misinformation, and spin have been perennial tactics in con-
flict over policy-making, the contemporary increase in both the volume of errone-
ous evidence and the willingness to avoid differentiating subjectively constructed 
phenomena from objectively verified evidence have raised fears that future policy 
regimes could be based on something completely other than  evidence-based anal-
ysis and deliberations (MacAfee, 2013; Hong & Nadler, 2016).

Thus, the spread of truthiness threatens the policy sciences legacy because, 
as Vosoughi et al. (2018: 1146) have noted, “Foundational theories of decision- 
making, cooperation, communication, and markets all view some conceptualiza-
tion of truth or accuracy as central to the functioning of nearly every human 
endeavor.” Hence, if the distinction between real and imagined evidence erodes, 
the viability of the evidence-based policy-making paradigm is undermined, po-
tentially derailing the results of policy studies that have been laboriously built 
up over the past 75 years (McIntyre, 2018; Kakutani, 2018; Mintrom, 2007; 
 Carlsson, 2017). Such a post-factual policy future would undermine the models, 
frameworks, and theories of policy-making set out in this volume.

However, as has been illustrated in the preceding chapters, especially 
 Chapter 2, the policy cycle model offers an exceptionally open-ended and supple 
framework in comparison with the many intellectual constructs that have been 
developed to interpret the policy-making process. Because it was inspired by a 
normative engagement with practical policy-making the policy cycle sought to 
understand all the functions pursued to solve public problems in their own terms. 
Lasswell’s original model of seven discrete but related policy stages (1956, 1971), 
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for example, was not a purely abstract conceptual construct but was informed by 
his own experience working for the American government during the mid-twen-
tieth century, when ambitious measures were initiated, and coordinated, across 
many sectors and disciplines to win World War II, and then to conduct the Cold 
War. Refinement and elaboration of Lasswell’s stages into an iterative dynamic 
of policy construction and deconstruction similarly sought to capture feedback 
effects and interdependence among the various policy-making functions, includ-
ing how policy learning occurs through evaluation and adjustment of processes 
in light of past and present experiences (Brewer, 1974; Anderson, 1975; Jones, 
1984).

Within the universe of conceptual tools for examining empirical policy analy-
sis, the policy cycle model thus stands out as the longest-serving heuristic for 
illuminating how political actors, ideas about problems and potential solutions, 
and the structural influence of institutions interact to influence policy-making 
for good reason (Capano, 2012). The model endures, offering guidance for those 
seeking to understand the interplay of policy subsystem participants through 
their initiative at particular points of action to solve public problems, because of 
its practical and pragmatic character, firmly grounded in observations of policy 
reality.

But can such resilience, exhibited over the decades when evidence-based 
policy analysis was the norm, carry forward into policy processes that are in-
creasingly influenced by falsehoods presented as alternative facts? The contin-
ued relevance of the policy cycle model will depend on its ability to understand, 
account for, and incorporate the utilization of alternative facts across the various 
functions of policy deliberation.

To that end, the policy cycle model could be accused of too easily accommo-
dating efforts to introduce post-factual discourse and thus inhibiting the critical 
exposure of truthiness. Because the policy cycle embodies no inherent standard 
of truth, it readily allows for accommodating the misinformation that fuels truth-
iness. In other words, the cycle model is agnostic regarding the accuracy of the 
knowledge and arguments being deployed and the epistemological stances of pol-
icy actors. If falsehoods posing as alternative facts become part of policy deliber-
ations, the policy cycle model will reflect this empirical reality just as it would if 
policy-making were fuelled by evidence-based factual inputs.

That is, the policy cycle model’s articulation of distinctive functions in pol-
icy-making offers the opportunity to identify where and how disinformation and 
manipulation of evidence could influence analysis, or corrupt authority, during 
the course of policy deliberations. Misinformation, for example, be it malicious 
selective interpretations of data or the results of conspiracy theories, can be 
 exposed in the policy cycle framework. For example, if fake news is targeted to 
generate a shift in the policy agenda, or when biased evaluative methods are ap-
plied to discredit the performance of an existing policy, these effects stand out in 
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contrast to the workings of expertise and evidence found in other policy-making 
stages such as policy choice and implementation. The resulting contrast between 
political dynamics in the stages where post-factual influences have accumulated 
and the stages where more traditional policy deliberations remain the norm help 
to highlight the alternative factual manipulations of policy-making, but also ad-
vance understanding of how elements of a policy subsystem respond and might 
(or might not) resist the influence of such “false facts.”

In recent years, the speed, volume, and intensity of information flowing 
through social networks has raised the potential for disruptive forces to chal-
lenge policy regimes by creating an overwhelming expansion of post-factual 
truthiness to subvert more traditional evidence and expertise. Processes such as 
policy learning and path dependence often overlap with these disruptive forces, 
and the resulting struggles for legitimacy among policy alternatives can lead to 
minor or major change. The presence or absence of exogenous conditions that 
enhance the opportunities for new actors and ideas to penetrate established pol-
icy regimes can make a difference between continuity and disruption in policy 
trajectories and traditions (see Thomas, 1999; Alink et al., 2001; Nisbet, 1972; 
Campbell, 1997; Studlar, 2007).

Like other mutagenic processes, the earlier that symptoms of corruption of 
policy-making through disinformation and willful ignorance are recognized, the 
easier it is to diagnose and then treat. If the policy cycle is observed carefully and 
consistently, then the anomalous inputs of truthiness should be easier to detect 
in one or two stages of deliberation. And if these anomalies are challenged and 
called to account for their disruption of the policy sciences’ core mission of build-
ing better policy capacity out of empirical evidence and accumulated learning, 
the malady that truthiness creates in the body politic should remain treatable.

Conclusion
Discussion of the key roles played by policy actors, ideas, and institutions at all 
stages of the policy process helped us throughout this book to provide an al-
ternative way to view the operation of a policy cycle than was typically offered 
by earlier literature (see deLeon & Kaufmanis, 2001). Examining the workings 
of actors, ideas, and institutions within policy subsystems is a way of looking 
at  policy-making that helps to reveal the dynamics of policy deliberation within 
each stage of the cycle, even in a world filled with fake news and alternate facts.

Chapters 1–3 set out the basic intentions of the policy sciences and discussed 
the manner in which existing general theories of political life fall short in pro-
viding a satisfactory understanding of public policy-making and the roles played 
by actors, institutions, and instruments found in the policy process of modern 
 liberal-democratic states. Chapters 4–8 discussed the specific stages of the policy 
cycle and identified the different styles in which policy deliberations proceed, but 
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said little about how these stages fit together, or whether characteristic patterns 
of policy change occur in public policy processes or outputs.

This final chapter has addressed the issue of policy change and the existence 
of long-term patterns of relative stability in policy-making, highlighting the manner 
in which actors, institutions, and ideas combine to produce reasonably stable policy 
styles, subsystems, paradigms, and regimes. This analysis showed how policy dynam-
ics typically involve the establishment of an equilibrium characterized by normal 
change—wherein policies adapt only incrementally through layering, conversion, and 
drift—until it is periodically interrupted by more fundamental change affecting the 
control exercised by policy regimes and resulting in policy replacement or redesign. 
These policy dynamics are complex and characterized by different forces and pro-
cesses that either enhance or undermine en hancing policy stability in specific cases.

Analyzing the policy process in terms of policy cycles and policy subsystems 
both aids in the conceptualization of these fundamental dynamics and facilitates 
their analysis. Identifying the characteristic policy styles, subsystems, paradigms, 
and policy regimes through analysis of the stages in the policy cycle allows the 
establishment of a baseline against which change can be measured. Only careful 
observation of subsystem behaviour will clarify tendencies toward atypical policy 
change involving a significant, though not necessarily complete, break from the 
past in terms of the overall policy goals, the understanding of public problems 
and their solutions, and the policy instruments used to put decisions into effect 
(Mortensen, 2007; Liefferink, 2006; Kenis, 1991; Menahem, 1998, 2001).

The notion of fundamental policy change as synonymous with changes in 
policy regimes brings to the fore the insight that public policy-making is not sim-
ply a process of conflict resolution, as most past economic and political  science–
based theories allege, nor is it a process composed solely of policy-makers 
responding to external shocks or jolts. Rather, policy-making is influenced largely 
by the activities of policy subsystem members attempting to shape the structure 
and operation of policy-making through activities such as venue-shifting, image 
reframing, and policy learning.

Policy analysis itself is just as much a subject of interpretation and reflection 
as are the objects of its assessment. In contemporary policy studies, grand theo-
ries are eschewed and have been replaced by the recognition that social problems 
and government’s response to them are affected by a range of factors whose gen-
eral form, but not specific content, can be assumed in advance (see Cook, 1985; 
Jennings, 1987). The focus is now very much directed at considering as many fac-
tors as possible in seeking to explain the causes, consequences, and dynamics of 
public policy-making. Studying public policy is demanding and difficult because 
government decision-making is complex and nuanced. But careful conceptualiza-
tion and systematic analysis along the lines set out in this volume go a long way 
toward bringing some light into what was seen, for many years, as the “black box” 
of government activity (see Roe, 1990, 2000; Bernstein et al., 2000).
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The moves away from a traditional linear interpretation of the policy cycle 
and toward a more intricate approach to the investigation and conceptualization 
of the public policy process set out in the book reflect many themes in “post- 
positivist” modes of inquiry in policy science, but they are not synonymous with 
it (see Dudley et al., 2000; Howlett & Ramesh, 1998; Lynn, 1999). Rather, policy 
scholars of all persuasions and approaches should recognize not only that policy 
phenomena are shaped by highly contingent and complex processes, but that they 
also require an appropriate research methodology to move beyond description 
of their uncertainty, complexity, and context-boundness (see Hilgartner & Bosk, 
1981; Holzner & Marx, 1979).

Study Questions
1. Is policy feedback an inherently conservative force that entrenches established 

ideas and interests? Can it be employed to promote new policy dynamics?

2. To what degree is policy knowledge unique to a specific context? How much 
insight into policy can be acquired from studying the experience of other sectors 
and events?

3. How are patterns of normal and atypical change linked together?

4. What are some of the processes that typically engender policy punctuations?

5. How does the rise of social media, false news, and “alternate facts” affect 
 policy-making and policy analysis?
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Notes
Chapter 2
1. Keohane (1989: 163) described them as 

“persistent and connected sets of rules 
(formal or informal) that prescribe be-
havioural roles, constrain activity, and 
shape expectations.”

2. Identifying the institutional logic of appro-
priate behaviour regarding economic trans-
actions can be applied to many other areas 
of social and political life. Policy- relevant 
activities such as the negotiation of inter-
national treaties, the operation of multi-
level systems of government, and  issues 
of regulatory enforcement are subject to 
similar analyses in which the actions and 
decisions of policy actors are modelled as 
the outcomes of multiple, nested games 
occurring within the  confines, costs, and 
payoffs established by institutional orders 
(Scharpf, 1997; Putnam, 1988; Scholz, 
1984; Sproule-Jones, 1989).

3. See the efforts to accomplish this in the 
synthesis of deductive and inductive 
neo-institutionalisms in Aspinwall and 
Schneider (2000) and Hollingsworth 
(2000). On the limits of these efforts, see 
Hay and Wincott (1998).

Chapter 3
1. Even more significantly, some institutional 

arrangements are believed to be more 
conducive to effective policy-making and 
implementation than others (Stoker, 1989; 
May, 1993; Siedschlag, 2000).

2. The normative and ideological nature 
of much discussion on this subject is ap-
parent in the titles and terms used to de-
scribe many findings. This can be seen 
in the otherwise excellent comparative 
and historical studies of Joel Brooks, who, 
finding very little relationship between 
public opinion and policy-making, terms 
this phenomenon “democratic frustration,” 
suggesting it results from a problem with 
the policy system failing to react properly 
to the democratic one. See Brooks (1985, 
1987, 1990). More recently, see Petry 
(1999).

3. That is to say, not discriminating against 
imports once they have crossed the border 
after meeting all legal requirements, in-
cluding payment of applicable tariffs.

Chapter 5
1. Much of this criticism relied heavily on 

works by authors of the Chicago and 
 Virginia schools of political economy, who 
showed how regulations were inefficient 
as well as inequitable (for examples of the 
former, see Becker, 1983; Peltzman, 1974; 
 Stigler, 1971; for the latter, see Buchanan 
and Tollison, 1984; Landes & Posner, 
1975; Posner, 1974; Tollison, 1991). Neo- 
conservative politicians, led by Britain’s 
Margaret Thatcher and US President 
Ronald Reagan, further fanned popular 
sentiments against regulations, which put 
deregulation at the centre of the economic 
policy reform agenda right around the 
world (Eisner, 1994b; Ramesh & Howlett, 
2006; Crew & Rowley, 1986;  Derthick & 
Quirk, 1985).

2. Other policy instruments not technically 
considered as subsidies may involve some 
component of subsidy. Thus, regulations 
that restrict the quantity of a particular 
good or service produced or sold also in-
volve subsidy to the producers because 
they can often artificially increase prices. 
Restrictive licensing, such as that re-
ceived by the taxicab industry in most 
places, is another example of this kind of 
subsidy through regulation. Government 
procurement from local producers at a 
price higher than the market price is also 
a subsidy to these producers to the extent 
of the difference between the purchase 
price and the market price (Howard, 
1997). Where government is purchasing 
leading-edge products and services, as 
can occur in defence and aerospace con-
tracts, the way in which the uncertain 
costs of deploying new technology are 
dealt with can be critical to policy suc-
cess or failure (Bajari & Tadelis, 2001). 
Public procurement can also be targeted 
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to advance policy priorities such as the 
promotion of minority-owned enterprises 
and transnational human rights (Mc-
Crudden, 2004).

3. Payroll taxes of various sorts are used 
in most countries to fund social secu-
rity programs. Under such schemes, the 
employer typically withholds a specified 
portion of the employee’s salary, matches 
the amount by a proportion determined 
by the  government, and then transmits 
both the employee’s and employer’s con-
tributions to the government. Payroll 
taxes often build an insurance pool for 
designated risks such as unemployment, 
sickness, industrial injury, and old age 
pensions. When the specified contingency 
occurs, the insured collects from the 
fund. In a sense this is no different from 
private insurance one can buy, except that 
some risks are regarded as crucial to the 
society and hence government makes in-
surance against them compulsory. Com-
pulsory participation in an insurance 
fund expands the number of insured and 
thus reduces the cost of premiums by 
spreading the risk for specific individual 
activities among the general populace 
(Katzman, 1988; Feldman, 2002).

4. Another innovative example of user 
charges is provided by the efforts of Sin-
gapore and, more recently, London to con-
trol downtown traffic congestion. During 
peak hours, commuters in Singapore are 
required to pay a set fee to enter the down-
town area, which forces them to compare 
the costs of entering the area in their own 
vehicles with the cost of taking a bus or 
underground train, which are exempt 
from the charge (Lam & Toan, 2006). The 
charge has had a marked impact, reduc-
ing traffic inflow into the downtown area 
(Phang & Toh, 2004). London, England, 
has followed Singapore’s lead in charging 
drivers for centre city roads, yielding a 30 
per cent decrease in driving delays and 
an 18 per cent reduction in traffic vol-
ume (Leape, 2006). Other cities, such as 
New York, are now considering similar 
schemes.

5. All societies regard looking after the needs 
of family members and others close to them 
as an essential individual responsibility. 

Children, the aged, and the sick are ordi-
narily looked after in this manner, mainly in 
terms of care, but financial assistance is also 
common. It has been calculated that in 1978 
the total cost of the transfer of cash, food, 
and housing within families in the United 
States amounted to US$86  billion ( Gilbert 
& Gilbert, 1989: 281). Non- monetary trans-
fers are almost impossible to estimate, 
however, because families provide a range 
of services whose value cannot be priced. 
It is estimated, for example, that about 80 
per cent of home health-care services for 
the elderly in the US are provided by family 
members (1989: 19).

6. Initial findings suggest that as non-profit 
organizations funded primarily from do-
nations shift their focus to activities that 
generate fees and sales revenue, they be-
come more focused on program delivery 
to client group(s) and less engaged with 
the broader community of related orga-
nizations (Galaskiewicz et al., 2006). 
Despite the possibility that focusing 
voluntary and faith-based organizations 
on service delivery can have indirect 
costs in their ability to contribute to the 
broader community, budgetary pressures 
have prompted governments in many 
countries to rely more on the voluntary 
sector as a way to lower program costs 
(Brock & Banting, 2001).

7. Toll goods include semi-public goods, 
such as bridges or highways, which do 
not diminish in quantity after use but for 
the use of which it is possible to charge. 
Common-pool goods are those, like fish in 
the ocean, whose usage cannot be directly 
charged to individuals but whose quantity 
is reduced after use.

8. Examples of first-order changes in a 
health sector, for example, would include 
altering staffing levels in hospitals or al-
tering physician fee schedules. Second- 
order changes would involve changing the 
type of instrument used to deliver health 
care, such as moving from user fees to 
mandatory insurance arrangements. 
Third-order change would involve a shift 
in policy goals, such as moving away from 
a biomedical focus on the individual to a 
more holistic goal of collective, social, or 
community well-being.
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Chapter 9
1. “Path dependency” is often used simply as a 

synonym for the idea that “history matters” 
in policy studies (Pierson, 2000a). This is 
useful insofar as it points to the idea that 
“sequence matters” in terms of when and 
how policies develop (Abbott, 1983, 2001). 
However, a more specific view of path de-
pendency includes the idea that policy 
development is essentially chance-like, at 
least insofar as initial events establishing 
policy trajectories are concerned. Mahoney, 
for example, outlines the three principal 
elements of a path-dependent model of 
historical evolution as (1) only early events 
in sequence matter; (2) these early events 
are contingent; and (3) later events are in-
ertial (Mahoney, 2000). These elements 
separate this model from narrative analy-
ses and from other historical models, such 
as process sequencing (see Howlett & 
Rayner, 2006). Identifying these “turning 
points” or “conjunctures” is thus critical to 
path-dependency analyses of historical pro-
cesses, although there is significant debate 
in the literature over exactly what is meant 
by characterizing an event as “contingent” 

(Wilsford, 1985, 1994; Abbott, 1997). At 
its simplest, contingency implies that, al-
though the particular sequence of events 
is not a strictly necessary one, predictable 
from the conditions of the starting point 
according to general laws, an explicable 
pattern nonetheless relates one point to an-
other, especially in the early part of the se-
quence. While a random sequence implies 
that any event has an equal probability of 
following from any other, in a contingent 
sequence each turning point renders the 
occurrence of the next point more likely 
until, finally, “lock-in” occurs and a general 
explanatory principle, such as increasing 
returns, takes over the work of explanation 
(Mahoney & Schensul, 2006; Liebowitz & 
Margolis, 1995).

2. As Pierson (2000b), Weir (1992), and 
March and Olsen (1989: 52), among oth-
ers, have argued, policy stability emerges 
when a problem definition or policy solu-
tion is routinized, increasing the constit-
uency for its preservation and raising the 
costs and difficulty of its alteration or ter-
mination (see Haydu, 1998; Torfing, 2001; 
David, 2005; Goodin & Rein, 2001).
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