


Handbook of
Public Policy

Analysis

Theory, Politics, 

and Methods



PUBLIC ADMINISTRATION AND PUBLIC POLICY

A Comprehensive Publication Program

Executive Editor

JACK RABIN
Professor of Public Administration and Public Policy

School of Public Affairs
The Capital College

The Pennsylvania State University—Harrisburg
Middletown, Pennsylvania

Assistant to the Executive Editor
T. Aaron Wachhaus, Jr.

1. Public Administration as a Developing Discipline, Robert T. Golembiewski
2. Comparative National Policies on Health Care, Milton I. Roemer, M.D.
3. Exclusionary Injustice: The Problem of Illegally Obtained Evidence,

Steven R. Schlesinger
5. Organization Development in Public Administration, edited by 

Robert T. Golembiewski and William B. Eddy 
7. Approaches to Planned Change, Robert T. Golembiewski
8. Program Evaluation at HEW, edited by James G. Abert
9. The States and the Metropolis, Patricia S. Florestano and Vincent L. Marando

11. Changing Bureaucracies: Understanding the Organization before Selecting 
the Approach, William A. Medina

12. Handbook on Public Budgeting and Financial Management, edited by 
Jack Rabin and Thomas D. Lynch

15. Handbook on Public Personnel Administration and Labor Relations, edited by
Jack Rabin, Thomas Vocino, W. Bartley Hildreth, and Gerald J. Miller

19. Handbook of Organization Management, edited by William B. Eddy
22. Politics and Administration: Woodrow Wilson and American Public

Administration, edited by Jack Rabin and James S. Bowman
23. Making and Managing Policy: Formulation, Analysis, Evaluation, edited by 

G. Ronald Gilbert
25. Decision Making in the Public Sector, edited by Lloyd G. Nigro
26. Managing Administration, edited by Jack Rabin, Samuel Humes, 

and Brian S. Morgan
27. Public Personnel Update, edited by Michael Cohen 

and Robert T. Golembiewski
28. State and Local Government Administration, edited by Jack Rabin 

and Don Dodd
29. Public Administration: A Bibliographic Guide to the Literature,

Howard E. McCurdy
31. Handbook of Information Resource Management, edited by Jack Rabin 

and Edward M. Jackowski
32. Public Administration in Developed Democracies: A Comparative Study,

edited by Donald C. Rowat
33. The Politics of Terrorism: Third Edition, edited by Michael Stohl



34. Handbook on Human Services Administration, edited by Jack Rabin 
and Marcia B. Steinhauer

36. Ethics for Bureaucrats: An Essay on Law and Values, Second Edition, 
John A. Rohr

37. The Guide to the Foundations of Public Administration, Daniel W. Martin
39. Terrorism and Emergency Management: Policy and Administration,

William L. Waugh, Jr.
40. Organizational Behavior and Public Management: Second Edition, 

Michael L. Vasu, Debra W. Stewart, and G. David Garson
43. Government Financial Management Theory, Gerald J. Miller
46. Handbook of Public Budgeting, edited by Jack Rabin
49. Handbook of Court Administration and Management, edited by 

Steven W. Hays and Cole Blease Graham, Jr.
50. Handbook of Comparative Public Budgeting and Financial Management,

edited by Thomas D. Lynch and Lawrence L. Martin
53. Encyclopedia of Policy Studies: Second Edition, edited by Stuart S. Nagel
54. Handbook of Regulation and Administrative Law, edited by 

David H. Rosenbloom and Richard D. Schwartz
55. Handbook of Bureaucracy, edited by Ali Farazmand
56. Handbook of Public Sector Labor Relations, edited by Jack Rabin, 

Thomas Vocino, W. Bartley Hildreth, and Gerald J. Miller
57. Practical Public Management, Robert T. Golembiewski
58. Handbook of Public Personnel Administration, edited by Jack Rabin, 

Thomas Vocino, W. Bartley Hildreth, and Gerald J. Miller
60. Handbook of Debt Management, edited by Gerald J. Miller
61. Public Administration and Law: Second Edition, David H. Rosenbloom 

and Rosemary O’Leary
62. Handbook of Local Government Administration, edited by John J. Gargan
63. Handbook of Administrative Communication, edited by James L. Garnett 

and Alexander Kouzmin
64. Public Budgeting and Finance: Fourth Edition, edited by 

Robert T. Golembiewski and Jack Rabin
67. Handbook of Public Finance, edited by Fred Thompson and Mark T. Green
68. Organizational Behavior and Public Management: Third Edition, 

Michael L. Vasu, Debra W. Stewart, and G. David Garson
69. Handbook of Economic Development, edited by Kuotsai Tom Liou
70. Handbook of Health Administration and Policy, edited by 

Anne Osborne Kilpatrick and James A. Johnson
71. Handbook of Research Methods in Public Administration, edited by 

Gerald J. Miller and Marcia L. Whicker
72. Handbook on Taxation, edited by W. Bartley Hildreth and James A. Richardson
73. Handbook of Comparative Public Administration in the Asia-Pacific Basin,

edited by Hoi-kwok Wong and Hon S. Chan
74. Handbook of Global Environmental Policy and Administration, edited by

Dennis L. Soden and Brent S. Steel
75. Handbook of State Government Administration, edited by John J. Gargan
76. Handbook of Global Legal Policy, edited by Stuart S. Nagel
78. Handbook of Global Economic Policy, edited by Stuart S. Nagel
79. Handbook of Strategic Management: Second Edition, edited by Jack Rabin,

Gerald J. Miller, and  W. Bartley Hildreth
80. Handbook of Global International Policy, edited by Stuart S. Nagel



81. Handbook of Organizational Consultation: Second Edition, edited by 
Robert T. Golembiewski

82. Handbook of Global Political Policy, edited by Stuart S. Nagel
83. Handbook of Global Technology Policy, edited by Stuart S. Nagel
84. Handbook of Criminal Justice Administration, edited by 

M. A. DuPont-Morales, Michael K. Hooper, and Judy H. Schmidt
85. Labor Relations in the Public Sector: Third Edition, edited by Richard C. Kearney
86. Handbook of Administrative Ethics: Second Edition, edited by Terry L. Cooper
87. Handbook of Organizational Behavior: Second Edition, edited by 

Robert T. Golembiewski
88. Handbook of Global Social Policy, edited by Stuart S. Nagel and Amy Robb
89. Public Administration: A Comparative Perspective, Sixth Edition, Ferrel Heady
90. Handbook of Public Quality Management, edited by Ronald J. Stupak 

and Peter M. Leitner
91. Handbook of Public Management Practice and Reform, edited by Kuotsai Tom Liou
92. Personnel Management in Government: Politics and Process, Fifth Edition, 

Jay M. Shafritz, Norma M. Riccucci, David H. Rosenbloom, Katherine C. Naff,
and Albert C. Hyde

93. Handbook of Crisis and Emergency Management, edited by Ali Farazmand
94. Handbook of Comparative and Development Public Administration: 

Second Edition, edited by Ali Farazmand
95. Financial Planning and Management in Public Organizations,

Alan Walter Steiss and Emeka O. Cyprian Nwagwu
96. Handbook of International Health Care Systems, edited by Khi V. Thai, 

Edward T. Wimberley, and Sharon M. McManus
97. Handbook of Monetary Policy, edited by Jack Rabin and Glenn L. Stevens
98. Handbook of Fiscal Policy, edited by Jack Rabin and Glenn L. Stevens
99. Public Administration: An Interdisciplinary Critical Analysis, edited by 

Eran Vigoda
100. Ironies in Organizational Development: Second Edition, 

Revised and Expanded, edited by Robert T. Golembiewski
101. Science and Technology of Terrorism and Counterterrorism, edited by 

Tushar K. Ghosh, Mark A. Prelas, Dabir S. Viswanath, 
and Sudarshan K. Loyalka

102. Strategic Management for Public and Nonprofit Organizations, Alan Walter Steiss
103. Case Studies in Public Budgeting and Financial Management: Second Edition,

edited by Aman Khan and W. Bartley Hildreth
104. Handbook of Conflict Management, edited by William J. Pammer, Jr. 

and Jerri Killian
105. Chaos Organization and Disaster Management, Alan Kirschenbaum
106. Handbook of Gay, Lesbian, Bisexual, and Transgender Administration 

and Policy, edited by Wallace Swan
107. Public Productivity Handbook: Second Edition, edited by Marc Holzer
108. Handbook of Developmental Policy Studies, edited by 

Gedeon M. Mudacumura, Desta Mebratu and M. Shamsul Haque
109. Bioterrorism in Medical and Healthcare Administration, Laure Paquette
110. International Public Policy and Management: Policy Learning Beyond

Regional, Cultural, and Political Boundaries, edited by David Levi-Faur 
and Eran Vigoda-Gadot

111. Handbook of Public Information Systems, Second Edition, edited by 
G. David Garson

112. Handbook of Public Sector Economics, edited by Donijo Robbins



113. Handbook of Public Administration and Policy in the European Union, 
edited by M. Peter van der Hoek

114. Nonproliferation Issues for Weapons of Mass Destruction, Mark A. Prelas 
and Michael S. Peck

115. Common Ground, Common Future: Moral Agency in Public Administration,
Professions, and Citizenship, Charles Garofalo and Dean Geuras

116. Handbook of Organization Theory and Management: The Philosophical
Approach, Second Edition, edited by Thomas D. Lynch and Peter L. Cruise

117. International Development Governance, edited by Ahmed Shafiqul Huque 
and Habib Zafarullah

118. Sustainable Development Policy and Administration, edited by 
Gedeon M. Mudacumura, Desta Mebratu, and M. Shamsul Haque

119. Public Financial Management, edited by Howard A. Frank
120. Handbook of Juvenile Justice: Theory and Practice, edited by Barbara Sims

and Pamela Preston
121. Emerging Infectious Diseases and the Threat to Occupational Health in the

U.S. and Canada, edited by William Charney
122. Handbook of Technology Management in Public Administration, edited by

David Greisler and Ronald J. Stupak
123. Handbook of Decision Making, edited by Göktuğ Morçöl
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23 Quantitative Methods 
for Policy Analysis

Kaifeng Yang

INTRODUCTION

Policy analysis involves using quantitative and/or qualitative techniques to defi ne a policy problem, 
demonstrate its impacts, and present potential solutions. It often requires sophisticated methods to 
assess how identifi ed policy problems are impacted by numerous variables, including both policy 
interventions and contextual factors. Quantitative methods help demonstrate whether a relationship 
exists between policy designs and policy outcomes, test whether the relationship can be generalized 
to similar settings, evaluate magnitudes of the effects of policies on social, economic, and political 
factors, and fi nd better policy alternatives. The use of such methods is part of the scientifi c exper-
tise with which policy analysts claim their relevance. Techniques such as modeling, quantifi cation 
of inputs and outputs, descriptive statistics, statistical inference, operations research, cost-benefi t 
analysis, and risk-benefi t analysis are frequently used in policy studies. 

This chapter discusses the use of quantitative methods in policy analysis. It aims to provide a 
general understanding of the use of quantitative methods in policy analysis, using examples from the 
policy analysis literature and linking quantitative methods with the development of policy analysis 
as a profession and an applied discipline. The chapter has two major sections. The fi rst section 
briefl y reviews the emergence and evolution of quantitative methods in policy analysis, discussing 
their origin, change, use, and education. The second section introduces some quantitative methods 
that are widely used in policy analysis. 

Due to page limits, this chapter does not cover such basic topics as sampling, level of mea-
surement, reliability, validity, and hypothesis testing, nor does it go into the details of the statistical 
procedures. Interested readers may fi nd the details in many research methods textbooks. This chapter 
does not address several important quantitative analysis methods either, such as cost-benefi t analysis, 
survey research, evaluation research, Q methodology, and environment impact assessment, since 
they are dealt with in other chapters of this handbook. For the same reason, the debate between 
positivist and post-positivist perspectives is not elaborated here. 

HISTORY OF QUANTITATIVE METHODS IN POLICY ANALYSIS

The need for quantitative policy analysis refl ects elected offi cials’ desire to design better policies, 
understand how policies have performed, and assess what impacts policies have made. The use of 
quantitative methods in policy analysis has its intellectual roots in Harold Lasswell (1951, 1970, 
1971), who envisions an overarching policy science discipline based on social science knowledge 
and methods to analyze policy choices and decision making for the democratization of the society. 
Policy science, as a multimethod, multidisciplinary, and problem-oriented fi led, is concerned with 
mapping the policy process, policy alternatives, and policy outcomes. Like other social science 
disciplines, it has to use analytic methods to model policy dynamics and solve policy problems. 



350 Handbook of Public Policy Analysis

QUANTITATIVE ANALYSIS AS POLICY ANALYSIS: 1950S–1960S

Quantitative methods have long been used in public decision making. The New York Bureau of 
Municipal Research in the 1910s started to use social science methods to systematically study urban 
problems. In 1922, the Bureau of Agricultural Economics was created within the U.S. Department 
of Agriculture to examine the relationships between agriculture and the economy and to develop 
better economic policies. However, more sophisticated use of quantitative methods did not emerge 
until World War II. The Offi ce of Scientifi c Research and Development was established in 1941 
to coordinate scientifi c activities during War World II. The Employment Act of 1946 created the 
Council of Economic Advisors, the fi rst step as Congress formally acknowledged that the executive 
branch should utilize expert knowledge. 

Regarding quantitative methods being used, World War II was a watershed that stimulated 
new analytic techniques such as systems analysis and operations research. Social scientists began 
to play more important roles in government decision making by adopting positivism and norma-
tive economic reasoning. The economic models dominated the fi eld. For example, scientists and 
engineers in Great Britain created operations research in World War II in order to help effectively 
allocate and mange military resources. The technique became widely used in the United States in 
the early 1950s. It has also been called as management science, systems engineering, and cost-ef-
fectiveness analysis. The Rand Corporation, founded in 1948 to do policy analysis work for the 
government especially the Department of Defense, fi nally developed the technique into systems 
analysis, a tool used in the military throughout the 1950s. It was quite successful in solving simple 
and some complex problems such as inventory management, production scheduling, equipment 
reliability assessment, and investment risk minimization (Brewer and deLeon 1983). 

The 1960s became a “Golden Age” for systems analysis and policy analysis. During this time, 
policy analysis was essentially quantitative analysis and the research emphasis was on methodology 
rather than on subject matter. Policy analysis expertise or specializations were in the quantitative 
methods and techniques, not in their application in specifi c policy areas. As Radin (2000) observed, 
professional papers and conferences in the 1960s primarily addressed quantitative analytic procedures 
such as linear programming, Markov analysis, dynamic programming, game theory, stochastic mod-
eling, Bayesian analysis, quasi-linearization, invariant embedding, and general systems theory. One 
reason for the quantitative orientation was that most policy analysts during this time were experts 
in economics. Radin (2000) observed that most of the policy analysts of the time, who were trained 
as economists or operations researchers, had Ph.D.’s in those areas. Most policy analysis positions 
were on economic analysis. For example, the Bureau of Agricultural Economics was the center 
for economic policy research. The Council of Economic Advisers was another prominent policy 
analysis organ. During this time, policy analysis was infl uenced by the methodology development 
of other disciplines, such as the positivism in social science generally, econometrics in economics, 
and the behavioral revolution in political science. 

The domination of quantitative methods in policy analysis during this period was also apparent 
in the practice. To a large extent, the use of Planning, Programming, and Budgeting Systems (PPBS) 
is characteristic of policy analysis at this stage. Actively promoted by President John Kennedy’s 
Secretary of Defense, Robert McNamara, PPBS had antecedents in the work of the Rand Corporation. 
McNamara invited Charles Hitch from Rand to establish a Systems Analysis Unit with responsibil-
ity for the PPBS process linking planning with budgeting. The research unit also introduced some 
other quantitative methods to the federal government such as cost-benefi t analysis, operations and 
systems research, and linear programming. President Johnson, in 1965, required all federal agen-
cies to prepare planning documents and issue-analysis papers to back up their recommendations 
to the Bureau of Budget. PPBS consisted of three main types of reports: (1) program memoranda, 
comparing the cost and effectiveness of major alternative programs and describing the agency’s 



351Quantitative Methods for Policy Analysis

strategy; (2) special analytic studies on current and long-term issues; (3) program and fi nancial 
plans, summarizing agency outputs, costs, and fi nancing needs over a fi ve-year period. In 1965, 
the Bureau of the Budget issued a directive to all federal departments and agencies, requiring them 
to establish central analytic offi ces that would apply PPBS. In 1969, the National Environmental 
Policy Act mandated impact analysis in environment policy making. 

From the very beginning, statistics has been a curricular requirement. Policy analysis program 
was thought to help students establish a sense of critical awareness for the general utility of quan-
titative information (Leinhardt 1981). The early policy literature introduced systems analysis and 
operations research methods, especially as applied in the defense area (Hitch 1965; Quade 1966; 
Quade and Boucher 1968). Contents such as how to apply operational research methods, welfare 
economics, and cost-benefi t analysis were common topics in popular textbooks on policy methods 
during the time. 

In public affairs or policy programs, which were fi rst established in the late 1960s, econom-
ics was the primary theory, coupled with a number of quantitative techniques. For example, at the 
University of Minnesota’s School of Public Affairs, economics was the core of the required cur-
riculum. Its policy analysis core sequence includes cost effectiveness analysis and PPBS. It also 
had a quantitative methods sequence teaching the logic of inference and regression analysis (Brandl 
1976). In 1968, the University of Michigan reorganized its Institute of Public Administration into 
the Institute of Public Policy Studies. The program had eight core courses for fi rst year students. 
Among them, four courses are analytical tools such as statistics, micro and macro economics, cost 
benefi t analysis, and systems analysis. Other course included two in organizational theory and 
two in political theory and institutions. The purpose was to help students combine latest tools of 
problem solving and quantitative analysis with a subtle understanding of the social, political, and 
economic contexts (Walker 1976). 

USE OF QUANTITATIVE POLICY ANALYSIS METHODS: 1970S–1980S

The use of quantitative techniques such as PPBS had its critics since its emergence. Wildavsky 
(1969) called for rescuing policy analysis from PPBS, arguing that preconditions for successful PPBS 
implementation usually do not exist in government. In fact, three years after President Johnson’s 
announcement of a government-wide PPB system, President Nixon issued a memorandum abol-
ishing it. By the 1970s, many limitations of the positivist approach have been acknowledged. In 
general, those quantitative techniques failed to effectively deal with many complex social problems 
because those problems cannot be represented with a rational scientifi c model and do not have a 
single unitary goal. Operations research places a heavy burden on mathematicians and quantitative 
analysts to come up with mathematical representation, while overlooking qualitative and soft data, 
concepts, and methods (Brewer and deLeon 1983). Systems analysis, heavily relying on economics 
and objective measurements and proxies, does not work well when a full range of human values, 
interests, and perspectives are considered. Other tools such as fl ow charts and decision trees were 
found helpful when there were agreed-upon goals and values. But in reality, policies tend to have 
multiple and confl icting goals. 

Nevertheless, in the 1970s and 1980s, quantitative methods stemming from the systems analysis 
framework were still widely used and economic models remained dominant although other tech-
niques were also drawn from positivist social sciences. Radin (2000) concluded that “despite the 
differentiation in practice, the economists’ framework, drawn from the market model, continued to 
dominate” (p. 113). The cost-benefi t analysis was extensively used to quantify costs and benefi ts of 
policy solutions and thus identify the solution providing the greatest net benefi t. For example, the 
California Legislative Analyst’s Offi ce conducted cost-benefi t studies for all legislation before the 
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legislature during the 1970s and 1980s. Cost-benefi t analysis was required in the federal government 
in the 1970s and 1980s for all proposed regulations to be issued by agencies, although the benefi ts of 
health, education, and welfare programs are diverse and often intangible. The Executive Order 12291 
signed by President Reagan, required detailed cost-benefi t analyses for all new federal regulations 
to assure that federal regulatory agencies thoroughly study the impact of proposed regulations on 
all concerned parties before promulgation. The order specifi es that administrative decisions shall be 
based on adequate information concerning the need for and consequences of proposed government 
action, and regulatory objectives shall be chosen to maximize the net benefi ts to society.

The development of quantitative methods in policy analysis was affected by several historical 
social events. For example, the Energy Crisis impelled academia to set up energy supply and de-
mand models based on mathematics. The War on Poverty generated a series of new social welfare 
programs that produced great opportunities for policy analysis. As a result, professional journals 
and research institutes in public policy were created in a large amount. Signifi cant resources were 
available for evaluation studies sponsored by the federal government. In the 1950s and 1960s, 
policy analysis was primarily prospective in that it attempted to assess policy alternatives before a 
program was actually established. Retrospective policy analysis, which evaluates the impact of an 
established program, was used in the 1960s but did not become a common practice until the 1970s. 
At the same time, program failures of some Great Society initiatives prompted policy analysts to 
address the implementation issues during the policy design stage (Nakamura and Smallwood 1980). 
Analysis on implementation and program impact entailed the use of more sophisticated methods 
in order to include more contextual variables. While the measurement of effi ciency and fi led study 
were emphasized in the 1960s, experimental studies became important in the 1970s, when social 
experiments such as Negative Income Tax and Head Start programs were widespread (Daniels and 
Wirth 1983). 

In general, during the two decades, analytic capacity was signifi cantly enhanced due to greater 
demands for policy analysis, stronger computing capabilities, and advances in economic modeling 
such as micro-analytic simulation models. However, although policy analysis became more sophis-
ticated, its limits were also exposed (May 1998). The debates between qualitative and quantitative 
methods, positivist and post-positivist approaches also took momentum. Quantitative techniques 
were no longer the sole set of skills for policy analysts, and many people realized that political skills 
were as important as technical skills (i.e., Meltsner 1976). 

With support from private foundations, in the late 1970s, public policy graduate programs were 
set up at Harvard, the University of California at Berkeley, Carnegie-Mellon, the Rand Graduate 
Institute, the University of Michigan, the University of Pennsylvania, the University of Minnesota, 
and the University of Texas at Austin. At the University of Michigan, the policy program introduced 
several new courses on advanced analytical techniques such as modeling and forecasting, policy 
evaluation, and operations research with emphasis on statistical decision theory. A math refresher 
course was added to prepare students for advanced statistics (Walker 1976). The National Associa-
tion of Schools of Public Affairs and Administration established policy analysis as one of fi ve fun-
damental subject areas. Wildavsky (1976) described the principles for graduate education of public 
policy based on Berkeley’s experiences in the 1970s. He emphasized the importance of multiple 
analytic perspectives and techniques, arguing that no single set of operations can be taught as the 
essence of analysis. He viewed analysis as a traveling skill of creatively applying analytic tools to 
solve various policy problems in a short time period.

Engelbert (1977) reviewed the experiences of policy graduate programs in the early and middle 
1970s and pointed out that there was a core subject matter built around: (1) quantitative methodol-
ogy including mathematical programming and modeling and descriptive and inferential statistics; 
(2) the political and institutional environment of policy formulation and implementation; (3) eco-
nomic theory and analysis with emphasis on public-private sector relationships in the allocation of 
resources; (4) behavioral and nonbehavioral decision making and implementation strategies and 
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processes; and (5) program management, control, and evaluation. There was a heavy reliance upon 
quantitative tools of evaluation: “Not only is training in quantitative methodology emphasized in 
course subject matter . . . but students are expected to demonstrate some profi ciency in the application 
of quantitative techniques to problem-solving exercises” (Engelbert 1977, 231). Intensive instruc-
tion was given to techniques such as operations research, model building, cost-benefi t analysis, 
and linear programming.

DEMOCRATIZATION FOR POLICY ANALYSIS: 1990S~

In the 1990s, quantitative analysis became far more common and informed, largely because statistical 
software, such as SPSS, SAS, and STATA, facilitated the use of quantitative methods to deal with 
complex models and huge datasets. Those statistical packages can calculate numerous statistics 
and allow their user to manipulate the dataset and transform the variables. Today, policy analysis 
bears the imprint of the positivist heritage, which is evident in the curricula of policy schools re-
quiring various statistics as core courses. The power of the heritage is also seen in the journals such 
as Journal of Policy Analysis and Management (JPAM), Policy Studies Review (PSR), Review of 
Policy Research (RPR), among others. These journals are fi lled with policy studies using various 
statistical analyses of particular policies. It is also evident in the annual conferences sponsored by 
the Association of Public Policy and Management, which, in recent years, have been dominated by 
papers that employ positivist economic and other research models (Durning 1999). 

Meanwhile, there have been methods wars between quantitative and qualitative research; be-
tween internal and external validity; and between experimental and statistical control (Brewer 1983; 
Krane 2001). The quantitative versus qualitative debate refl ects the larger battle between “positiv-
ists” and “post-positivists.” Since the 1980s, the rational positivist approach to policy analysis has 
been criticized on many grounds. The basis of quantitative methodologies is empirical falsifi cation 
through objective hypothesis testing of rigorously formulated models. The fundamental positivist 
principle in policy analysis is to separate facts and values, by which normative issues are translated 
into technical considerations. In pursuit of replicable relationships, positivists emphasize empirical 
research designs, causal modeling, scientifi c sampling, and quantifi cation of outcomes. However, 
when studying social phenomenon, we can not isolate ourselves from the objects of the research, 
nor can we separate facts from values. 

In the methodology curriculum, positivism equips the students with empirical research designs 
and statistical methods. Many writers criticize that students trained in this tradition often have little 
training in understanding the normative and interpretive foundations of the tools they have learned, 
as well as the social settings to which these techniques are to be applied (Fischer 1998). Therefore, 
post-positivism has been proposed as an alternative, which is treated as a marriage of scientifi c 
knowledge with interpretive and philosophical knowledge about norms and values. In terms of 
epistemology, post-positivism incorporates deliberative theories and democratic participation. 

The tension between positivism and post-positivism has not faded away. On the one hand, one 
can justifi ably argue that positivism is feeble in the face of intractable or wicked problems (Fischer 
1995). On the other hand, it is not clear whether post-positivism can specify a common goal of its 
own and offer their own set of solutions, especially in the operational aspects of policy research 
(deLeon 1998). Nevertheless, since the 1990s, more efforts have been made to democratize the 
policy analysis design and process. Participatory design, stakeholder involvement, citizens’ input, 
qualitative methods, and mixed methodology, among others, have contributed to an area with a 
multidisciplinary theoretical and methodological base (Krane 2001).

Currently, positivism still constitutes the discipline’s intellectual infrastructure and is sup-
ported by the training, practice, and specialization of the academicians who teach policy analysis 
methods (Durning 1999). Morçöl (2001) fi nds that there is considerable support for positivism 
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among policy professionals, especially among practitioners and professionals with educational 
background in economics, mathematics, and science. Policy analysis skills in the 1990s include: 
case study methods, cost-benefi t analysis, ethical analysis, evaluation, futures analysis, historical 
analysis, implementation analysis, interviewing, legal analysis, microeconomics, negotiation and 
mediation, operations research, organizational analysis, political feasibility analysis, public speak-
ing, small-group facilitation, specifi c program knowledge, statistics, survey research methods, and 
systems analysis (Radin 2000).

Vijverberg (1997) recommends that a quantitative methods curriculum should include: (1) 
Course 1: introduction to probability theory, hypothesis testing, statistical distributions, difference of 
means test, ANOVA, and rank tests; (2) Course 2: research design and survey methods; (3) Course 3: 
introduction to regression analysis; (4) Course 4: continuation of regression analysis including maxi-
mum likelihood estimation, logit/probit, tobit, simultaneous equations, factor analysis, and LISREL 
models; (5) Course 5: advanced topics in research methods, including Box-Jenkins (ARIMA), unit 
roots and cointgration, the introduction to nonparametric statistics, and sample selectivity models. 
In addition, the economic analysis and operational research traditionally are essential to quantitative 
policy analysis, so we add them as another category of courses. It can be described as advanced topics 
in economic analysis and operational research, which includes macroeconomics, microeconomics, 
cost-benefi t analysis, econometrics, operations research, and applied economics.

Take the Master of Public Policy program in the Harris School of Public Policy, University of 
Chicago as an example, students must fi nish required and elective courses including Mathematical 
Preliminaries, Statistical Methods for Policy Research I, Survey Research Methodology, Survey 
Questionnaire Design, Statistical Methods for Policy Research II, Applied Regression Analysis and 
some economic analysis courses. Students use computer programs to apply these techniques to real 
situations (e.g., the effect of sales taxes, labor market discrimination, and redistributive programs). 
It is also apparent from the curricula and syllabi that economic analysis dominates the teaching for 
policy analysis. 

QUANTITATIVE STATISTICAL METHODS

Statistics is the theory and procedure of analyzing quantitative data obtained from samples of obser-
vations in order to study and compare sources of variances of phenomena, to help make decisions 
to accept or reject hypothesized relationships. Descriptive statistics enable policy analysts to sum-
marize data effectively and meaningfully. Inferential statistics is the use of quantitative techniques 
to generalize from a sample to a population. In order to choose the right technique policy analysts 
have to consider the research purpose, the sample size, the distribution of the data, the number of 
dependent and independent variables, and the type of measurement scale employed by the variables. 
One can refer to other statistical books for detailed information (i.e., Hair et al. 1998). 

UNIVARIATE AND BIVARIATE ANALYSIS

Univaraite or descriptive statistics summarize a body of raw data so that the data can be more easily 
understood. Before descriptive statistics are calculated, policy analysts sometimes use graphs and 
tables to map the data and have a general sense of the data. For example, frequency polygon displays 
the trend, Ogive (cumulative frequency polygon) shows percentage of cases following below or 
above a standard, and both of them can be used to compare different samples. Histograms and bar 
charts help demonstrate differences among subgroups. Percentages can be calculated to show the 
proportions, such as the percentage of welfare receipts who are satisfi ed with the service. Those 
proportions are sometimes diffi cult to interpret—as too high or too low, for example—if policy 
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analysts are not familiar with the context. A 5 percent dissatisfaction rate can be interpreted either 
as an alarming sign or as prove of quality.

Measures of central tendency indicate the typical value of the data. The mean is the arithme-
tic average and affected by extreme values. Thus it is not useful for a skewed distribution such as 
income. The median is the middle observation in a rank-ordered dataset and is insensitive to the 
observations’ values but sensitive to sample size. The mode is the most frequent value, insensitive 
to the values and sample size. Researchers should fi nd out whether the appearance of two or more 
modes is due to the mixing-together of different subgroups (e.g., weights of third graders and their 
parents) in one dataset. The relative value of the mean, median and mode inform policy analysts 
the shape of the distribution. The choice of an appropriate measure depends on not only the distri-
bution, but also the level of measurement and the analysts’ purpose. Also important are measures 
of dispersion, which sometimes indicate reliability, consistency, and safety. For example, decision 
makers may be interested in which police department has shorter average emergency response 
time, but they should also be interested in how consistent those departments are. Analysts should 
use several descriptive statistics to summarize different aspects of their data to produce a clearer 
picture. The standard deviation is the most commonly used measure, although it is not useful for a 
skewed distribution. Another measure, the Inter-quartile range (the distance between the upper and 
lower quartiles), is hard to calculate mathematically but useful for a skewed distribution. 

Bivariate analysis tests whether and how one variable is statistically related with another 
variable. It helps demonstrate the existence, statistical signifi cance, the direction, and the strength 
of the relationship. The procedure depends on the level of measurement of the independent and 
dependent variables. When the independent and dependent variables are categorical (nominal or 
ordinal), contingency table analysis (cross-tabulation) is generally used. When the independent 
variable is categorical and the dependent variable is interval or ratio, the difference of means test 
(t test) or analysis of variance (ANOVA) is preferred. When both variables are interval or ratio, 
correlation or regression is conducted. 

In contingency table analysis, analysts fi rst separate the observations into groups based on their 
values for the independent variable, then calculate percentages within the independent categories, and 
fi nally compare the percentages across one of the dependent categories. The percentage difference 
tells analysts whether the independent variable makes a difference (Meier and Brudney 2002). The 
chi-square (χ2) test is then used to assess the statistical signifi cance of the relationship—whether 
we can reject the null hypothesis that assumes no relationship between two variables in the popula-
tion based on our sample observations. Chi-square test indicates the probability that the results can 
be generalized to the population. However, chi-square is not a measure of substantive importance 
or strength because chi-square result is affected by the sample size: if the sample size N is large 
(say, greater than 1, 500), χ2 will usually be large even if the association is weak. The importance 
or the strength of the relationship is better measured, especially when dealing with large samples, 
by a measure of association that ranges from +1.0 (prefect positive relationship) and –1.0 (perfect 
negative relationship). When both variables are ordinal, the most frequently used measures of as-
sociation are Kendall’s tau-b (for square tables), Kendall’s tau-c (for non-square tables), Somer’s 
d, and Goodman and Kruskal’s gamma. In general, the tau measures are used more commonly then 
the Somer’s d measures. Many analysts often use both gamma and either tau-b or tau-c. When one 
or both of the variables are nominal, Goodman and Kruskal’s lambda should be used. 

The difference of means test and the analysis of variance have similar logic. Analysts fi rst 
divide observations into categories based on the values of the independent variable. A relationship 
exists if the values of the dependent variable are quite different across groups and have smaller 
within-group variance than before (Johnson and Reynolds 2005). To determine the statistical 
signifi cance, the difference of means test uses t test and compares the result with the appropriate 
criterion (large t values lead to rejection of the null hypothesis). The analysis of variance uses 
F statistic to measure the statistical signifi cance. F is the ratio of between-group mean square to 
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within-group mean square. The F ratio is compared with an F-ratio table to decide whether to reject 
the null hypothesis. 

Linear regression, or ordinary least squares regression, is to fi nd the best line function to 
describe a relationship that can minimize the squared errors. Its general form is Y = a + bX + e, 
in which a is the intercept, b is the slope, and e is the error term. The formula for b, the regression 
coeffi cient, is 

∑(X
i
 – X̄) (Y

i
 – Ȳ)

∑ (x
i
 – x̄ )2.

The coeffi cient shows how much the estimated average Y value will change if X is changed one 
unit. The goodness of fi t may be measured by the standard error of the estimate, which indicates 
the amount of error that one makes when predicting a Y value for an X value. Another common 
goodness of fi t measure is the coeffi cient of determination (r2) ranging from zero (lack of fi t at all) 
to one (perfect fi t). The coeffi cient of determination is the ratio of the explained variation to the 
total variation in Y, or the ratio of the reduction of the error by using the regression line to the total 
error by guessing the mean. 

ANALYSIS OF VARIANCE (ANOVA)

ANOVA is a dependence technique that explains the variation of a metric dependent variable based 
on a set of nonmetric (categorical) independent variables. Its general form is:
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ANOVA helps determine whether samples from two or more groups come from populations 

with equal means. It is a primary tool for analyzing experimental data. ANOVA examines within-
groups variances (MS

W
) and between-groups variances (MS

B
). The ratio of MS

B
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W
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is the F statistic, measures how much variance is attributed to the different treatments versus the 
random sampling error. Large values of the F statistic lead to rejection of the null hypothesis as-
suming no treatment effects. Consider a study on job training and job placement. Policy analysts 
want to compare the effect of two programs, School Training and On-the-Job Training (OJT), on 
job placement in terms of salary. Participants are randomly assigned to one of the two programs. 
ANOVA is used to test the difference between the two groups. The independent variable here is the 
type of job training programs and the dependent variable is participants’ monthly earnings. ANOVA 
is widely used in policy studies. For example, Wells, Layne, and Allen (1991) used ANOVA to as-
sess whether learning styles differed for supervisory, middle, upper middle, upper, and executive 
managers in the Georgia Department of Corrections. 

To use ANOVA, the data has to satisfy the assumptions of linearity, normality (the dependent 
variable is normally distributed), and equal variance (variances are equal for all treatment groups). 
However, F tests in ANOVA are robust regarding these assumptions except in extreme cases. The 
equal variance assumption is often ignored if the number of cases in each group is similar. Ana-
lysts are encouraged to examine the data fi rst to assess the presence of nonlinear relationships and 
outliers.

MULTIPLE REGRESSION ANALYSIS

Multiple regression analysis examines the relationship between a single metric dependent (criterion) 
variable and a set of metric independent (predictor) variables. Its general form is:
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α is a regression constant, representing the value of Y when all the independent variables have 
values of zero. β is a regression coeffi cient indicating the relationship between X and Y controlled 
for all other independent variables. ε is an error term that incorporates the cumulative effect on Y 
of factors not included in the model. Regression may be used to calculate the predicted value of Y 
for any given value of X. And the residuals or distances between the predicted and observed values 
of Y lead to a measure (R2) of how well the equation fi t the data. 

Regression analysis is the most widely used and versatile dependence technique in policy analy-
sis for the purpose of prediction or explanation. For example, regression analysis is the foundation 
for forecasting models that predict national economy or other performance based on certain inputs. 
It is used to examine how decisions are made and how attitudes are formed. It is also used to identify 
quality determinants of policy implementation and program design. Hunter (2001) used multiple 
regression to explain the difference of states’ economic growth by lobbying efforts in selected 
categories and a sample of demand-side economic policies, controlling for net business growth, 
expenditure, and republican control of the government and legislature. The economic growth was 
measured by the change of a state’s per capita gross state product (GSP) between 1986 and 1991. 
The regression results suggest that two categories of lobbying efforts explain more of the variance 
in GSP than the demand-side policies and the other variables. With multiple regression, the author 
was able to show that the control variables contributed to 9 percent of the variation in changes in 
GSP while the dependent variables contributed to an additional 34 percent variation. 

A very important but often ignored step is to assess whether the model satisfi es the assump-
tions of regression analysis, such as existence, linearity, homoscedasticity (equal residual variances), 
independence of the residuals, and normality. The principal diagnostic method is to examine the 
residual—the difference between the actual dependent variable value and its predicted value—though 
partial regression plots and statistical tests (i.e., the Kolmogorov-Smirnov test and the Shapiro-Wilks 
test for normality; the Durbin-Watson test for independence). In graphical analysis, a triangle-shaped 
or a diamond-shaped pattern indicates the presence of heteroscedasticity, which can also be assessed 
with the Levene test in SPSS. Also important is to avoid multicollinearity, which can substantively 
affect explanation and estimation of the regression coeffi cients and their signifi cance tests. Analysts 
can use correlation matrix for the independent variables to observe whether high correlations are 
present (.90 and above). More common measures are the tolerance value and the variance infl ation 
factor (VIF, rule-of-thumb cutting value at 10.0), which measures the degree to which each inde-
pendent variable is explained by the other independent variables. Analysts may use some remedial 
strategies to solve the above problems, and data transformation (i.e., from Y to log Y or Y2) is one 
of the options. In the fi nal steps, analysts also need to identify outliers and determine whether they 
should be excluded from the analysis. Common indicators for this purpose are the leverage h and 
the Cook’s distance, which measures the extent to which the regression coeffi cients change when 
the particular observation is deleted. 

TIME SERIES ANALYSIS

Time series analysis identifi es the pattern of change across time in order to explain the phenomenon 
and to predict the future based on historical and existing patterns. It enables policy analysts to ex-
amine a variable, such as unemployment rate and economic growth, over equally spaced intervals 
of time such as month and year. Its general form is
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Time series analysis is important to policy analysis since policy change is a crucial question 
and time series analysis permits data-based forecasting. Many policy studies are cross-sectional, and 
the results may be strengthened by replicating the study in different times. In addition, time-series 
analysis can address questions of causation that would be impossible to tackle with cross-sectional 
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analysis, given that the temporal sequencing of changes can be established with a time-series. For 
example, to answer the question whether the incidence of crimes in a region changed following the 
establishment of a new crime-fi ghting program, interrupted time-series experiment is an appropriate 
strategy. To predict the pattern over time based on Gallup polls of presidential popularity, time-series 
regression is an appropriate strategy. 

In general, time series analysis can serve three purposes: analyses of trends and forecasting; 
causal analyses; and program and policy analyses (Burbridge 1999). Especially, interrupted time-
series is useful because the introduction of a program or policy will produce a break in the time-
series trend for certain variables affected by the program or policy. Analysts need to have enough 
pre-program data to establish a pre-program trend, to know the exact time of the introduction of 
the program and reasonable assumption about how long it will take for the program to affect the 
long term trend (Burbridge 1999). 

There are six basic steps in a time series analysis. First, plot the data. Second, examine the plot 
and determine if any short-term fl uctuations exist. Third, if the data show a cyclical trend, determine 
the length of the short-term trend and fi lter the trend. Fourth, determine whether a relationship ex-
ists. Fifth, use linear regression to estimate the relationship between time and the variable being 
analyzed. Sixth, make a forecast by using the regression equation (Meier and Brudney 2002). 

For example, in a research on policy design, bureaucratic incentives, and policy enforcement, 
Keiser and Meier (1996) hypothesized that local-level implementation environment and resources 
committed to implementation affect the actual enforcement levels. Using pooled time series data 
of federal laws on child support enforcement from 1983 to 1991, they were able to confi rm the 
hypotheses. Albritton (1979) measured impacts of the Title XX amendments to the Social Security 
Act with an interrupted time-series analysis. The Auto-Regressive Integrated Moving Averages 
(ARIMA) model was adopted and the results showed that the policy innovation led to dramatic, 
nonincremental changes. Morgan and Pelissero (1980) used an interrupted time-series quasi-experi-
ment to test the hypothesis that reformed cities tax and spend less than unreformed cities. Eleven 
cities, with a population of 25,000 and above, which reformed their political structure between 1948 
and 1973, were compared with eleven matched cities that did not reform. The results showed that 
government structure did not affect cities’ fi scal behavior. 

EVENT HISTORY ANALYSIS (EHA)

Event history analysis is used to explain why certain units of analysis (individuals, organizations, 
or states, etc.) are more likely to experience the event(s) of interest than others. It is a specialized 
subfi eld of time series analysis that analyzes rare events (time series in which most data are non-
events). The data in EHA measures the number, timing, and sequence of changes in a variable of 
interest. EHA can be a form of panel study in which the periods of observation are not arbitrarily 
spaced but instead measurement is taken at each stage of a sequence of events. The dependent 
variable is qualitative and taking values between zero and one, but the independent variables can 
take any real numbers.

The key concepts of EHA include a risk set (a set of unit of analysis that have yet to experience 
a particular event), a survivor function (the decline in the size of risk over time), and the hazard rate 
(the rate at which particular events occurring at a particular time). EHA assumes that it is possible 
to predict the dependent variable (e.g., marriage, employment changes, higher education, and death) 
within certain time frames. The rationale stems from the life table analysis used by demographers to 
calculate survival and mortality rates in a given population over time. For example, if x number of 
the population is alive at time t, it is possible to predict the survival rate of that population at time 
t + 1. The hazard rate in EHA is the other side of the survival rate and refers to the probability of a 
dependent variable occurring to an individual within a specifi ed time frame, given that individual is at 
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risk (Cohen, Manion, and Morrison 2000). The problem is solved by taking a logit transformation of 
the dependent variable and then estimating with maximum likelihood techniques (Allison 1984).

EHA began to be used in social sciences in the 1970s. It was prominent in the fi eld of inter-
national relations, where it was used to analyze time series of international confl ict and diplomatic 
events. Policy analysts applied EHA in other areas later on. Plotnick (1983) used EHA to study 
the entry to and exit from the Aid to Families with Dependent Children (AFDC) program. The es-
timates were applied to projected changes in lengths of time spent on and off AFDC and in AFDC 
caseloads due to changes in the dependent variables. The results demonstrated that age and wage 
have signifi cant, negative effects on the rate of entering AFDC, and signifi cant, positive effects on 
the exit rate. 

Berry and Berry (1990), examining state lottery adoptions, used EHA to explain how states’ 
internal characteristics (political and economic) and regional diffusion infl uenced the probability 
that the state adopted a lottery. An EHA model was developed as:
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The results showed that previous adoption by neighboring states and declining fi scal health 
affect the probability of adopting the lottery. The authors noted that lottery adoption was most 
likely to occur in the years immediately following the election. In addition, states with lower per 
capita income and states with higher percentage of religious fundamentalists were least likely to 
adopt lotteries. With EHA, Berry and Berry (1990) concluded that regional diffusion and internal 
determinants were valid explanations of state lottery adoption. They proposed that EHA should be 
used in other subfi elds of political science because it takes advantage of both temporal and cross-
sectional variation in political behavior, and it remains valid for rarely occurred events such as wars 
and switching political party identifi cation. Box-Steffensmeier and Jones (1997) illustrated EHA 
methods with three issues: overt military interventions, challenger deterrence, and congressional 
career paths. They called for greater use of EHA models as well. 

FACTOR ANALYSIS 

Factor analysis is an interdependence technique in which all variables are simultaneously considered 
and factors are created to explain the variable set. Factor analysis has three basic purposes: to iden-
tify factor structure underlying the variables, to achieve data reduction, and to test the relationships 
among variables. Factor analysis is based on the fundamental assumption that some underlying 
factors, which are smaller in number than the number of observed variables, are responsible for 
the covariation among observed variables. The emphasis on an underlying factor structure refl ects 
a belief that there are real qualities in the world, such as trust, motivation and satisfaction, which 
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are not directly measurable but can be revealed through the covariation of related variables. Its 
general form is:
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Factor analysis has two types: exploratory and confi rmatory. Confi rmatory factor analysis is 
used with path analysis for structural equation modeling. For exploratory factor analysis, if cases 
are being grouped then it becomes Q method or cluster analysis; if variables are being grouped then 
it is the R-type factor analysis. Factor analysis differs from the principal components analysis in 
that the components of principal component analysis account for total variance in the data while the 
factors of factor analysis account for common variance in the dataset. Factor analysis assumes that 
the observed variables are linear combinations of the underlying factors. In contrast, principal com-
ponent analysis assumes that components are linear combinations of observed variables. Therefore, 
factor analysis can be used to identify the number and nature of the factors that are responsible for 
covariation in the dataset, but principal component analysis cannot. Nevertheless, many writers do 
not make the distinction especially when the purpose is to reduce items or variables.

For example, Winter and May (2001) measured Danish farmers’ social motivation to comply 
with regulations with six survey items about farmers’ perceptions of the enforcement style of mu-
nicipal inspectors. They then used the principal component analysis, treated as factor analysis, and 
identifi ed two underlying dimensions of enforcement style: formalism and coercion. Warner and 
Hebdon (2001) studied factors affecting local governments’ restructuring choices among privatiza-
tion and its alternatives. In addition to fi scal stress and control variables such as per capita income, 
municipal type, size of government and tenure of offi ce, the authors developed fourteen items to 
measure economic and political conditions of the local governments. They conducted principal 
components analysis and reduced the fourteen items to three distinct components: information and 
service quality; effi ciency; and unionization and political factors. In Table 23.1, the fi rst seven items 
have factor loadings higher than 0.5 on Information and Service Quality, with lower loadings for 
the other two components. Therefore, the seven items can be used together in the future analysis. 
The eighth item, local employment impact, has similar loading on the fi rst component (0.476) and 
the third (0.452). Therefore, this item should have been deleted from future analysis. 

PATH ANALYSIS

Path analysis is used to test the indirect and casual relationships among the variables specifi ed 
in the model. Policy analysts fi rst draw a path diagram based on a theory or a set of hypotheses, 
then estimate path coeffi cients using regression techniques, and fi nally determine indirect effects 
(Nachmias and Nachmias 1996). It is very useful when dealing with mediating effects, where an 
independent variable had an impact on an intervening variable which, in turn, had an impact on a 
dependent variable. Path analysis assumes perfect reliability of the instruments used to operation-
alize variables. Therefore, all variables in the path model are considered to be observed, not latent 
or underlying factors. When it is used mathematically with confi rmatory factor analysis (CFA), 
it becomes structural equation modeling (SEM) and can deal with latent variables. SEM allows 
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 assessment of the reliabilities of the latent variables, more precise estimation of the indirect effects 
of the exogenous variables, and multiple dependent variables. 

Path analysis is used to both simplify and depict complex theoretical relationships. LISREL 
(Linear Structural Relations) has been the popular program since 1981, and statistical packages such 
as SAS and Stata can conduct the analysis as well. Ellickson (1992) used path analysis to explain 
the impact of personal, environmental, and institutional factors on legislative success with data 
drawn from the 1987–88 Missouri House of Representatives. The results showed that institutional 
variables, seniority and political party, have the strongest impact. The path analysis was able to 
show that formal offi ce is an intervening variable between legislative success and other independent 
variables such as age, urbanism, seniority, and political party. 

Cohen and Vigoda (1998) used path analysis to compare two different models explaining the 
relationship between citizenship behavior and work outcomes. Figure 23.1, the direct model, has 
no mediating variables. The results show that political participation, community involvement, and 
general altruism have statistically signifi cant direct impact on perceived performance, while disil-
lusionment with government has signifi cant direct impact on turnover intentions. Figure 23.2, the 
indirect model, has four independent variables (political participation, community involvement, 
general altruism, and disillusionment with government), one mediating variable (participation in 
decision making), and two dependent variables (turnover intentions and perceived performance). 
Among the independent variables, only community involvement has a statistically signifi cant path 
to participation in decision making. In comparison, model fi t indices suggested that the direct model 
is better than the indirect model. 

GAME THEORY

Game theory is a mathematical approach to individual decision making that employs games as 
paradigms of rational decision-maker interactions. A game is any interaction between agents that is 
governed by a set of rules specifying the possible moves for each participant and a set of outcomes 
for each possible combination of moves. A game of “pure strategy” consists of the following inter-
related components: The players, who may be people or organizations, choose from a list of options 

TABLE 23.1
Principal Components Analysis Results from Warner and Hebdon (2001)

 Information &

 Service Quality Effi ciency Union

Information (1) 0.792 0.17 0.038
Legal 0.643 –0.048 0.407
Community Values (2) 0.614 0.2 0.27
Monitoring (3) 0.613 0.189 0.301
Service Quality (4) 0.604 0.481 –0.003
Leadership 0.563 0.434 –0.009
Experience 0.529 0.125 0.132
Local Employment Impact 0.476 0.196 0.452

Economic Effi ciency 0.147 0.832 0.092
Budgetary Impact 0.07 0.793 0.339
Management 0.321 0.693 0.112
Labor 0.457 0.471 0.419

Union 0.076 0.075 0.799
Political (5) 0.216 0.243 0.573

Note: N = 201; Based on a 1997 survey on New York State towns and counties. 
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FIGURE 23.1 An Indirect Path Model from Cohen and Vigoda (1998).

FIGURE 23.2 A Direct Path Model from Cohen and Vigoda (1998).
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or strategies available to them. At each stage of the play, the players choose their course of action 
from a set of possible decisions, which are not usually the same for each player. The actions lead 
to outcomes or consequences. It assumes the players have fi xed preferences for the outcomes: they 
like some outcomes more than others. After the decisions have been made, each player receives a 
certain payoff measured in a common unit for all players (Morrow 1994). 
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The assumptions of game theory are: (1) individual action is instrumentally rational, (2) common 
knowledge of rationality held by all the players, (3) the players will draw the same inferences on 
how a game is to be played, (4) players know the rules of the game and their motive is independent 
of the rules, (5) fi xed preferences, (6) transitivity (if A>B and B>C then A>C) (Heap and Varoufakis 
2004; Gates and Humes 2000). Apparently, those assumptions are simplistic and subject to criticisms. 
For example, individual identities and preferences may not be pre-fi xed; rather, they are socially 
embedded and constituted. They are often generated during the specifi c social interactions. 

In a policy situation, we may encounter different occurring events that result from decisions 
made by others. When actors seek to maximize their own interests but their actions affect one an-
other, a game condition involving both confl ict and cooperation exists. Game theoretic models help 
actors make decisions when confronted with competing policy alternatives or decision consequences. 
Both politics and games involve the moves and interactions of players attempting to maximize their 
interests; the selection of strategies with specifi c consequences; and, at times, coalition formation 
(Kelly 2003). 

There are several game forms. The simplest one is the two-person, zero-sum game in which two 
players are involved and one player’s gains are the other player’s losses, and vice versa. Consider 
the Prisoner’s Dilemma, one of the classic games, as an example. The two players are partners in a 
crime who have been captured by the police. Each suspect is placed in a separate cell and offered 
the opportunity to confess. Each prisoner has two choices: strategy A (confess) or strategy B (do 
not confess). The payoff for a prisoner in any particular round depends on both prisoners’ choices 
in that round. As shown in the tradeoff table (Table 23.2), there are four possible scenarios: (1) 
both choose to confess (strategy A), and each of them earns the same payoff of 3; (2) both choose 
not to confess (strategy B), and each of them has the same payoff of 2; (3) Prisoner 1 chooses to 
confess (strategy A) while Prisoner 2 chooses not to (strategy B). As a result, Prisoner 1 earns a 
payoff of 5 while Prisoner 2 earns a payoff of 1; (4) Prisoner 1 chooses not to confess (strategy B) 
while Prisoner 2 chooses to confess. As a result, Prisoner 1 earns a payoff of 1 while Prisoner 2 
earns a payoff of 5.

The Prisoner’s Dilemma relates to the issue of trust, the free rider problem, public goods, 
negotiation, regulation, corruption, and confl ict resolution. Axelrod (1984) demonstrated that Tit-
for-Tat, a program starting with a co-operative move and then following whatever the opponent did 
on the previous move, is the best strategy in repeated Prisoner’s Dilemma games. It indicates that 
although cooperation is not a Nash equilibrium in the one-shot game, it is in indefi nitely repeated 
games. Both Axelrod’s analysis (1984) and Smith’s (1982) analysis have led to many other appli-
cations in the fi led of political science (see Axelrod and Dion 1988). Game theory has been used 
in political science since the 1950s, especially in areas such as voting, group preference, coalition 
formation, bargaining, diplomacy, and negotiation (Shubik 1982). After Harsanyi (1967) introduced 
the concept of incomplete information to game theory in the late 1960s, incomplete information 
models have been applied to voting, political activism, bureaucratic control, crisis bargaining, arms 
control agreements, and alliance formation (Gates and Humes 2000). 

TABLE 23.2
The Prisoner’s Dilemma

   Prisoner 1

  Strategy A  Strategy B

 Strategy A (3,3)  (1,5)
Prisoner 2
 Strategy B (5,1)  (2,2)
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SIMULATION

Simulation is a quantitative procedure by which analysts build mathematical models of policy process 
that are diffi cult to solve analytically and then run the models on a series of organized trial-and-error 
experiments in order to simulate the behavior of the system over time. It helps analysts understand 
the system by simulating it in the environment and determining the likely course of events and 
conditional changes in public policy. It helps answer questions such as: “What would happen to 
our local economic development policies if the infl ation rate is 4 percent instead of 3 percent in the 
coming year?” Or, “How would this growth management strategy infl uence the traffi c of this county 
in twenty years?” Simulation sometimes is the only method available if the actual environment or 
system is diffi cult to observe or model, or if the model is too complicated to be solved analytically. 
In some other times, it is infeasible (i.e., too expensive or disruptive) to actually operate and ob-
serve a system. For example, if analysts are comparing two ways of providing benefi ts to veterans, 
operating two different systems may cause great confusion and legal problems. 

A good simulation should satisfy the following conditions: (1) Calibrated. Accurate data are 
included in the construction of the simulation, and the values for the parameters match empirical 
observation as closely as possible; (2) Checked. The functioning of the model is comparable to the 
actual functioning of the real world; (3) Flexible. The model is fl exible enough to answer a variety 
of questions (Kane 1999). The general steps are: (1) defi ne the system one intends to simulate, (2) 
formulate the model one intends to use, (3) identify and collect data necessary to test the model, 
(4) test the model and compare its behavior with the actual environment, (5) run the simulation, 
(6) analyze the results and revise the solution if desired, (7) rerun the simulation to test the new 
solution, (8) validate the simulation (Levin et al. 1989). 

Despite the criticism that it lacks mathematical elegance and precision, simulation is one of 
the most widely used operations research techniques. In the 1960s, it was used in international 
relations and urban affair issues such as municipal budgeting, election, and political recruitment 
(see Coplin 1968). Its use has grown considerably with the development of mathematical modeling 
and informational technology. It is especially useful in answering “what if . . .” questions (Zagonel 
et al. 2004). At the University of Rhode Island, the Department of Environmental and Natural 
Resource Economics created a Policy Simulation Laboratory (SimLab) to apply interactive tools 
based on modern computer technologies to help understand the consequences of policy actions. 
For example, the town council in one of the Group Decision Rooms of SimLab might design a plan 
for managing growth in the town. Computer systems then simulate the environment and predict the 
economic and social consequences of the plan. Geographic Information Systems are used to present 
the consequences for the town with electronic maps. 

Simulation is used in a variety of policy settings such as the construction of electoral districts 
(Gelman and King 1994), the making of foreign policy (Taber 1992), the effects of emission controls 
on the earth’s climate (Bankes and Lempert 1996), social security reform (Weller 2000), and alternate 
approaches to health insurance expansion (Remler, Zivin, and Glied 2004). Tengs et al. (2004) created 
a Tobacco Policy Model to examine the potential consequences of mandating tobacco companies to 
improve the safety of cigarettes. Through simulation of the U.S. population over a fi fty-year time 
span, the results show that even if the safety mandate makes smoking more attractive and increases 
tobacco use, it is still possible to obtain a net gain in population health. Robins, Michalopoulos, and 
Pan (2001) used a simulation model to examine whether welfare recipients would work full-time 
if offered an earnings supplement conditioned on full-time employment. The simulation model 
extended a traditional microeconomic model of the income or leisure choice to include the choice 
to receive welfare, assuming that welfare recipients’ decisions about employment and welfare were 
based on the intention to maximize their economic well-being. Outcomes were simulated with three 
different fi nancial incentives: AFDC (pre-TANF environment), TANF (currently used in the sample 
states as required by the Temporary Aid to Needy Families Act), and SSP (Self-Suffi ciency Project). 
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The results suggested that the earning supplement would increase full-time employment while the 
TANF incentives would encourage primarily part-time employment. 

CONCLUSION

Quantitative methods help assess the relative and joint effects of a variety of independent variables 
on some dependent variables. They inform citizens and clients about policy choices with numbers, 
graphs, and tested relationships. They enable citizens and clients to see the benefi t and risks of policy 
alternatives with mathematical eyes. Development of more sophisticated quantitative techniques 
is a crucial task for many current policy analysts (Wagle 2000). As policy problems become more 
complex, environments become more turbulent, and time and budgets become more constrained, 
policy analysts must be able to choose the most appropriate (valid, reasonable, and realistic) strategy 
and implement the study in a short period of time. 
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24 The Use (and Misuse) of
Surveys in Policy Analysis

Jerry Mitchell

Once upon a time in the distant past, Neanderthals were undoubtedly crouched in a cave somewhere 
in present day Europe wondering if they should relocate because of a shrinking bear population. If 
the Neanderthal’s Leviathan was inclined toward a social contract way of thinking, the early humans 
might have been polled about their support and opposition to the move elsewhere. The results could 
have been used as a rationale for the risk-fi lled decision to budge or stay put. The reason for the 
eventual extinction of the Neanderthals was possibly because the populace perceived the correct 
policy direction, but the sovereign misinterpreted the data.

There is certainly no speculation involved in knowing that people have been formally and 
informally polled about different courses of action in many venues and for all sorts of reasons 
throughout human history. Pontius Pilate decided to put Jesus to death after taking an unsystematic 
survey of the local populace, President Bill Clinton decided to fi b about his affair with Monica 
Lewinsky after his pollster told him the public would strongly disapprove of such a dalliance, and 
the Hungarian Parliament decided to withdraw its troops from Iraq after a poll showed 55 percent 
of the public favored the pull out. 

It could very well be human nature for leaders and followers to question one another about 
what they believe or what they should do. Perhaps there is an evolutionary pressure for people to 
ask each other how well they have adapted or fail to adapt to environmental circumstances. After 
all, the pervasive propensity to gossip is nothing more than a small scale, unscientifi c survey that 
describes what other people have said and done. At the institutional level, yesterday’s royal privy 
council and today’s corporate advisory board are kindred mechanisms for eliciting opinions about 
particular actions. Voting is really nothing more than a state-sponsored, self-selected survey that 
provides a legal mandate for offi ce holding and making laws. The fact is that people are polled 
about their preferences before they go to the polls and then polled again after they have been to the 
polls to explain why they marked their ballots one way or another.

The fascination with surveys has reached epidemic proportions. Practically every nation on 
the globe conducts a poll before and after the election of their leaders. In the months leading up to 
the 2004 U.S. presidential election, voter surveys were undertaken on a daily, if not hourly, basis 
by news organizations, advocacy groups, and political parties. Although politicians decry surveys 
and contend they are not beholden to polls, it was easy to witness the impact of surveys in the 2004 
election because the two presidential candidates campaigned almost exclusively in states where 
surveys showed a neck and neck race. In the eccentric winner take all system of the American 
electoral college, there was no sense in running commercials or making personal appearances in a 
state where one candidate had a dominant lead according to survey research. 

But it is not only in political campaigns where survey research has become popular. Viewer 
surveys establish which television shows survive and thrive every season, which celebrities are liked 
and disliked, and which commercials succeed and fail. It is a rare consumer product that has not 
been subjected to a marketing survey at one time or another. Customer opinion polls affect where 
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products are placed on store shelves and the form of advertising that appears in store windows. In 
fact, the University of Michigan’s survey of consumer sentiment has become a leading indicator of 
the health of the U.S. economy. Even the determination of what is good and bad to eat is based to 
some degree on the longitudinal responses to questionnaires about the eating habits of some specially 
selected population. The extraordinary deference to surveys and the ease of their administration 
has led them to become a part of every school of thought, so that it is commonplace to fi nd survey 
results reported in the professional journals of anthropology, psychology, sociology, education, 
political science, and public administration. 

The use of survey research is also a part of policy analysis. Surveys are conducted to identify 
public needs, to discover support and opposition to policies, and to evaluate satisfaction and dissat-
isfaction with programs. Surveys may be employed by policy makers as the foundation for making 
decisions about whether to create new policies or terminate old ones, to gain a better understanding 
of issues, and to advocate for changing policies, programs, and services. Surveys can be applied to 
every stage of the policy process: to identify problems, consider the worth of solutions, determine 
legislative support for laws, appraise implementation diffi culties, and measure outcomes. Surveys are 
relevant to many policy areas: the environment, social welfare, economic development, education, 
healthcare, civil rights, criminal justice, and foreign affairs (Christenson and Taylor 1983; Glaser 
and Bardo 1994; Swindell and Kelly 2000; Thompson 1997). To infl uence public policy, surveys 
are conducted by every sector—public, private, and nonprofi t—from the San Francisco Zoo to the 
Chicago Tribune to the New York City Council. They can be used at every level of government: 
federal, state, and local. Whenever and wherever surveys are conducted, there is money to be made 
in putting them together and analyzing the results. In 2001, George W. Bush’s administration spent 
nearly one million dollars alone on operations to gauge the public’s reaction to alternative Social 
Security proposals and energy policies (Green 2002).

It does not take much noticing to notice that surveys are important part of the policy process, 
but surprisingly policy analysis textbooks all too often leave survey methods out of the analyst’s 
methodological toolbox. For example, in the 499 pages of the 4th edition of David L. Weimer’s and 
Aidan R. Vining’s Policy Analysis: Concepts and Practices (2005) there is a mere page and half 
discussion of interviews, not even the inclusion of the word survey or poll in the index. Who knows 
the reason for this neglect, but it is surely no time to be a Neanderthal when comes to understanding 
how to study policies that affect the lives of countless people. The purpose of this chapter, therefore, 
is to examine the use of surveys in policy analysis. The fi rst part identifi es the elements of survey 
research, the second part provides examples of how surveys address various policy questions, and 
the last part examines problems with the survey research enterprise. 

THE ELEMENTS OF SURVEY RESEARCH

There are four things to consider when undertaking a survey: (1) selecting the best type of survey 
to use, (2) developing good questions, (3) determining who should be surveyed, and (4) analyzing 
the results.

TYPE OF SURVEYS

There are three types of surveys: telephone, in-person, and self-administered. Telephone surveys are 
the easiest to conduct because all that is required is a phone, phone numbers, and a caller (although 
large-scale telephone surveys do necessitate elaborate systems, such as telephone assisted computers 
and a large, well-trained staff). Interviewing people by telephone is by far the most common way 
of polling large numbers of people—the nation, a state, or a large metropolitan area. Telephone 
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surveys are advantageous because of their immediacy, standardized format, and potential for inter-
viewers to explain questions to the respondents. However, it is impossible to reach people without 
telephones (the homeless, hospital patients, prisoners, etc.) and it often diffi cult to contact certain 
populations (judges, doctors, elected offi cials, etc.) with gatekeepers (i.e., secretary, assistant, etc.). 
Yet another problem is getting responses from people who employ their answering machines and 
caller Id systems as screening devices. Pollsters are also legally prohibited from using automated 
dialing equipment to call wireless numbers. 

In-person surveys involve face-to-face contact between interviewers and respondents. This may 
involve a formatted questionnaire with a set number of responses that come one right after another or 
it can be unstructured with the questions evolving like a conversation between two friends. In-person 
surveys are not appropriate for large populations, but they are very useful when wanting to contact 
a select group of people in a natural setting—on the streets, in a mall, or inside a waiting room. A 
major advantage is to permit interviewers to explain questions to the respondents. To be done well, 
trained interviewers are critical because voice infl ections, body language, and other physical cues 
can shape responses. In-person interviews are expensive and time consuming.  

Self-administered surveys are distributed to respondents for completion. Surveys can be dis-
tributed in four ways: (1) sent through the mail and returned in the mail, (2) sent through e-mail 
or posted on a Web site and return via e-mail or by entering information on a Web site, (3) left at 
particular sites (on a table or counter) and either returned by mail or to the site (drop box, etc.), 
and (4) passed out to people as they enter or leave buildings, streets, rooms, or other venues. The 
advantages of self-administered surveys include anonymity for the respondents, the ability to ask 
sensitive questions, the potential for gaining access to diffi cult-to-reach populations, and the absence 
of interviewer bias. On the negative side, it is a diffi cult to obtain responses—questionnaires can 
be easily tossed in the trash, email can be deleted, and surveys left lying around may not be picked 
up. It is critical to make sure that one person does not complete more than one survey, otherwise 
the sample is biased. Asking good questions is extremely important because the interpretation of 
questions is left to the respondents.

QUESTIONNAIRES

Surveys are all about questions. The conundrum is that questionnaire construction is more of an 
art than a science. There is no exact prescription for how any question should be asked in sur-
veys, although there are books that provide some guidelines for asking questions, such as Peter 
M. Nardi’s Doing Survey Research (2003) and Don Dillman’s Mail and Internet Surveys: The 
Tailored Design Method (2000). Sometimes questions from previous surveys are repeated, but in 
most instances questions are crafted ad hoc from one survey to the next. Two general kinds of 
questions can be posed: (1) close-ended questions that provide a set of response categories for 
the respondents to complete, and (2) open-ended questions that allow respondents to write in their 
responses. 

Survey questions operationalize variables. An independent variable is one that explains a be-
havior, attitude, or need. For example, partisan affi liation may be used as an independent variable 
to explain support or opposition to some policy. A dependent variable is what is being explained 
or accounted for. Some typical dependent variables include policy satisfaction, the use of services, 
and the support of public programs.

Both independent and dependent variables have different values or properties with them. For 
instance, age can take different values for different people or for the same person at different times. 
Similarly, country of origin is a variable because a person’s country can be assigned a value. There 
are two traits of variables that should always be achieved. Each variable should be exhaustive, it 
should include all possible answerable responses. For instance, if the variable is “religion” and the 
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only options are “Protestant,” “Jewish,” and “Muslim,” there are quite a few religions that haven’t 
been included. The list does not exhaust all possibilities. Since it is not possible to list all possi-
bilities with some variables, it typical to explicitly list the most common properties and then use 
a general category like “Other” to account for all remaining ones. In addition to being exhaustive, 
the properties of a variable should be mutually exclusive, no respondent should be able to have 
two attributes simultaneously. While this might seem obvious, it is often rather tricky in practice. 
For instance, it would be inappropriate to represent the variable “employment status” with the two 
properties “employed” and “unemployed.” The problem is these attributes are not necessarily mutu-
ally exclusive—a person who is looking for a second job while employed would be able to check 
both attributes. The solution may to have another category “employed but looking for a job” or to 
have the respondent check all that apply. 

Survey questions can be nominal, ordinal, or interval level measures. A nominal level measure is 
one that contains distant categories without any ordering. For example, if a survey asked if a person 
owed or rented their home. An ordinal measure is one that has a set of ordered categories. Age could 
be measured by a series of ordered ranges, such as from eighteen to thirty, thirty-one to forty, and 
so on. An interval level measure is one where every value is its own category. An example is ask-
ing an open-ended question that requires the respondent to write in the number of years they have 
been employed. Each response would be its own value. The level of measurement of the questions 
is important because it determine the kind of statistical analysis that can be performed.

There are many additional items to consider when constructing a survey instrument (Miller and 
Miller-Kobayahsi 2000). Respondent must be told how to answer questions and there should be a 
statement about whether the survey is confi dential or not. Most surveys start off with questions that 
are relatively easy to answer, followed by more diffi cult questions. Demographic questions (income, 
age, residence, etc.) are usually posed at the end of a survey. Typically, survey researchers want to 
obtain an intensity of feeling in their questions, so that they would not ask if someone were satisfi ed 
or dissatisfi ed, but rather they would inquire whether an individual was very satisfi ed, somewhat 
satisfi ed, somewhat dissatisfi ed, or very dissatisfi ed. Questions should not be biased or leading. 
They should be easy for the respondents to understand, which requires the analyst to carefully to 
match questions to the units of analysis. This is one reason that surveys should be pilot tested before 
they are actually administered. 

RESPONDENTS

There are two approaches to deciding who to survey: (1) the entire population of interest, or (2) 
a sample of the population. When there is a small population, everyone is usually surveyed. For 
instance, if one were surveying twenty-fi ve juvenile offenders about their opinions of an alterna-
tive-to-incarnation boot camp they had just completed, then all twenty-fi ve participants would be 
surveyed. There would be no need to sample them. When there is a larger population involved, then 
it is worthwhile to engage in sampling, that is, to draw a subset of the population. There are two 
types of samples: probability and non-probability. 

A probability sample is one in which names are drawn from a population whose size and 
characteristics (such as gender, age, residence, etc.) are known. In other words, there is means to 
know statistically whether the sample is representative of the population. In a probability sample, 
it is possible to calculate a sampling error—the difference between the sample statistics and the 
true parameters of the population. Sampling error is a function of the number of respondents—the 
larger the number of people from whom data are collected, the smaller the sampling error (and, 
of course, the higher the cost of the survey). A survey of one thousand respondents would have 
a sampling error of ± 3.1 percent, while in one with two hundred respondents the sampling error 
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would be ±6.9 percent. Random assignment is the most common form of probability sampling, 
which involves giving every subject in a population the exact same chance of being selected. Another 
type of probability sample is a systematic sample, which involves selecting names or items from a 
population list at set intervals (e.g., every tenth person). 

A non-probability sample is one where names are selected from a population whose size and 
characteristics are unknown. For example, if the Chicago Transit Authority wanted to survey its 
riders it would know there is a population of riders, but it would not have a master list from which to 
draw names. In non-probability sampling the effort is to estimate whether the sample is representa-
tive of a population that is known to exist, but whose exact parameters are unknown. To construct 
a representative distribution of respondents, there may be a purposive effort to obtain responses 
according to particular categories, such as gender, ethnicity, or occupation. 

Whether it is a probability or non-probability sample, a survey researcher endeavors to have a 
large enough sample size to approximate the population, to have a response rate above 50 percent, 
and to make sure that all of the questions in the survey instrument are answered. The quality of a 
sample is dependent on the sample and how it will be used. If a state were considering the value of 
creating a new enterprise zone program and wanted to know how well it has worked in other places, 
it might be good enough to have a sample of the experiences of nearby states in using enterprise 
zones. Someone from a think tank examining the perceptions of enterprise zones in the nation would 
probably want a sample of American states from every region of the country. 

DATA ANALYSIS 

Surveys yield numbers. The irony is that subjective questions produce objective statistics. Every 
question in a survey is a univariate analysis that may be presented, depending on the format of the 
question, as a frequency distribution or measure of central tendency. Bivariate statistics depict the 
relationship between two questions. Multivariate statistics are about the relationship among two 
or more questions, which often involves the use of regression analysis. In other words, a survey 
assessing support for school vouchers could indicate how many of the respondents supported or 
opposed vouchers (a univariate analysis). It could also show whether Republicans or Democrats 
were more or less likely to support school vouchers (a bivariate analysis). And it could point out 
whether support or opposition to vouchers was affect by one variable more than others, such as 
partisan affi liation, gender, residence, or income (a multivariate analysis). 

There are many techniques for determining the accuracy of survey results, which can be 
calculated using a statistical software package. For example, the Chi Square statistic measures the 
signifi cance of bivariate relationships between nominal level variables while correlation coeffi cients 
measure the strength of the relationship among multiple interval level variables. Another statistic is 
Pearson’s r, which is a measure of the strength of association between two interval level variables. 
The type of statistic used to assess the value of relationships is dependent on how questions are 
measured, the sample size, and the audience for the analysis. Complicated statistical discussions 
may be more appropriate for scholarly readers than for policy makers or the public. 

Survey data can be presented in a narrative or in graphs and tables. If tables are used, it is 
important that enough information is presented for easy interpretation, but not so much information 
that comprehension becomes diffi cult. Tables should have a descriptive title, all variables and their 
corresponding categories should be clearly labeled, the independent variables should be listed in a 
column and the dependent variable should be listed along the row, statistical measures should be 
listed at the bottom of the table, and the number of cases used in the analysis should be indicated. 
After a conclusion or recommendation section, it is common for a policy report to contain an ap-
pendix which includes the survey instrument with the responses to each question. 
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THE USE OF SURVEYS 

There are several ways surveys are used to examine public policies. Three uses are illustrative: (1) 
assessing the need for policies, (2) understanding the support and opposition to solutions, and (3) 
evaluating the responsiveness of policies to individuals and groups. 

NEED ASSESSMENT

Policy analysts commonly assess the need for policies among various segments of the public. How 
are policy makers supposed to know that policies should be adopted if they don’t know what is 
needed? Although need is a somewhat ambiguous concept that can vary from one person or group 
to another, a straightforward way to understand need is to ask people what they need, letting them 
self-defi ne the concept. Once the level of need has been assessed for a particular population, then a 
more intelligent discussion of program planning can be instigated. Ideally, policy makers and policy 
advocates seek to develop a service or intervention to the help the population achieve or approach 
a satisfactory state (Posavac and Carey 2003).

An example of a need assessment is a survey conducted by the New York City Department 
of Small Business Service to determine the need for a business improvement district (BID) in a 
local neighborhood. A BID is a professionally-managed enterprise whose purpose is to improve a 
locale using funds from mandatory special taxes or fees paid by property and/or business owners 
in a legally designated area. The issue is whether or not a BID is needed. To determine need, a 
survey is distributed to all of the businesses and property owners asking them to indicate whether 
they agree or disagree about several neighborhood conditions, such as dirty streets, pick pocketing, 
deteriorated facades, and retail vacancies. When the surveys results show overwhelming agree-
ment on the severity of the problems in an area, the city council has more of a reason to approve 
the establishment of a BID. In fact, nearly all of the New York City’s forty-seven BIDs have been 
established after surveys found businesses believed they were needed.

OPINION POLLING

It is common to assess the level of support and opposition to alternative solutions in the policy 
process. Anyone and everyone can be involved in the assessment of solutions, including elected 
offi cials, public administrators, policy advocates, and journalists. Studies are done all the time to 
discover opinions about limiting abortion, privatizing Social Security, installing charter schools, 
or constructing mass transportation systems. In effect, surveys become a kind of plebiscite on 
the worth of policy options. If most people support some alternative, then that gives it credence, 
no matter whether it will or will not be effective. Conversely, if there is general opposition to an 
alternative, then that make may make an alternative less worthwhile, even though it might have a 
great chance of succeeding.

There is no more important example of how surveys are used to measure the support and op-
position to public policy than in the decision of cities to build sports stadiums. Every city where 
new baseball, football, basketball, or multipurpose stadiums have been considered, there have been 
polls undertaken to diagnose the views of city residents and elected offi cials. These surveys are 
conducting by citizen groups opposed to publicly fi nanced stadiums, business groups in support, 
and local media interesting in a more balanced assessment. Generally, positive survey results can 
give a stadium proposal the aura of respectability and negative results can make it extremely dif-
fi cult to go forward. In 2001, a proposal to construct a publicly fi nanced stadium in Minneapolis-St. 
Paul was seriously affected by a public opinion survey conducted by the St. Paul Pioneer Press. In 
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a front page story, the paper reported that public fi nancing for sports facilities was an unattractive 
proposition among residents in the Twin Cities. Based on a telephone survey of 406 residents, 62 
percent of likely voters polled in St. Paul and 71 percent of those queried in Minneapolis opposed 
any signifi cant public fi nancing for a new ballpark for the Twins. Subsequent to the survey, the 
stadium proposal was rejected by the city council. Although the survey was not the only reason for 
its demise, it was certainly a major factor

IMPACT ASSESSMENT

Surveys are also conducted to assess policy outcomes. People may be surveyed about whether they 
are aware of a public advertisement, if they have every used a revamped service, or if they are satis-
fi ed or dissatisfi ed with a new or ongoing program. The premise is that the capacity of a political 
system to respond to the preferences of its citizens is central to democratic theory and practice. From 
a democratic perspective, it may not really matter if a policy is effective or effi cient, but instead the 
issue is whether or not it satisfi es some segment of the public according to the results of a survey.

The evaluation of the Drug Abuse Resistance Education (D.A.R.E) program is a good example 
of how surveys trump other methodologies in the assessment of impact. The D.A.R.E. program 
involves specially trained, uniformed police offi cers giving lessons to elementary school students 
(typically, eight to twelve year olds) on how to resist drugs. By employing law enforcement offi cers 
to teach the curriculum, D.A.R.E. brings the fi rsthand accounts of the offi cers’ experiences from the 
street to the classroom. The lessons provide factual information about drugs, with an emphasis on 
gateway drugs (marijuana, alcohol, and tobacco), and teach refusal skills through role-playing and 
other techniques. When it comes to evaluation of D.A.R.E, cost-benefi t studies have consistently 
found it to be ineffi cient, and quasiexperimental designs have concluded it is not that effective in 
preventing young people from using drugs (Lynman et al. 1999). Nonetheless, the program sur-
vives in school districts because surveys consistently fi nd parents, teachers, administrators, and 
students are satisfi ed with its performance. For example, a 1995 survey of 1,800 parents, teachers, 
and D.A.R.E. graduates in Illinois found the program was valuable and worth maintaining. Over 
92 percent rated it “very good” or “good.” This impact assessment is reported on the D.A.R.E Web 
site (2004), which, when combined with other similar surveys, is a rationale for the program’s 
continuing presence in public schools. 

THE MISUSE OF SURVEYS

The fact that surveys are used all the time does not mean they are perfect. Surveys have three 
problems: (1) surveys are frequently completed that are methodologically fl awed, (2) surveys are 
regularly conducted that are politically biased, and (3) surveys are used inappropriately as a sub-
stitute for other forms of democratic engagement. 

SURVEY FLAWS

It is not easy to create the perfect survey, perhaps it is impossible. It is all together too easy to fi nd 
surveys with unrepresentative samples comprised of a small number of people who choose to par-
ticipate, abysmally low response rates, highly ambiguous questions, ill-defi ned words in the ques-
tionnaire, responses to complex subjects limited to yes and no answers, and statistics that provide 
percentages, but not the actual number of people who responded to the questions. The fact is that 
anyone can conduct a survey, without any expertise whatsoever, and there is no survey police to 
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hall bad researchers away. The penalty for poor research is to critique the analysis, which happens 
only occasionally, or to ignore the results, which happens all the time.

An example of a poorly constructed survey is a needs assessment conducted by the Los Angles 
Downtown Women’s Action Coalition in 2001, the purpose of which was to understand the problems 
confronting homeless women on Skid Row. One question asked, “Overall, how would you rate the 
treatment you received from the staff of the various missions, shelters, and social services agencies 
of the Skid Row area?” The response categories were: (1) very good, (2) good, (3) average, (4) 
poor, (5) very poor, and (6) no opinion. The problem with the question is that it is actually three 
questions: one about missions, another about shelters, and third about social service agencies. The 
question also does not defi ne what is meant by staff and it assumes the respondents are in agreement 
on where Skid Row is located. In addition, the response categories are indistinctive; is it really pos-
sible to distinguish between very good and good, or very poor and poor? The survey sample was 
399, but no effort was made to show whether it was representative of the population of homeless 
women. The survey was completed on only one day in the summer, so it is impossible to know if 
there are were any seasonal variations in the opinions of the women. Simply put, the survey had 
many methodological fl aws, although that did not stop the Coalition from publicizing the results and 
citing them in policy-making forums. Perhaps the methodology was not that important because the 
results confi rmed the Coalition’s advocacy work on behalf of homeless women in Los Angles. 

SURVEY BIAS

Surveys can be methodologically sound, yet biased. A tendency in policy analysis is for surveys 
to be created for no other reason than to rationalize, advocate, and attack public policies. In other 
words, surveys in policy analysis are often more political instruments than scientifi c endeavors. Does 
anyone really believe that someone with a conservative ideology would ever produce a survey that 
shows parents are not satisfi ed with school voucher programs? Has the American Association of 
Retired Persons (AARP) once presented statistics showing a general opposition for seniors to buy 
cheap drugs in Canada? Would the Sierra Club really undertake a survey to prove that most people 
do not believe sprawl is a major problem? It is obvious why President George W. Bush in 2004 
cited a survey that showed 70 percent of Iraqis supported his policies and equally obvious why he 
rejected a survey that found 70 percent of Europeans were opposed to his policies. 

The space between objectivity and subjectivity is ephemeral. For example, the New Haven, 
Connecticut Town Green District conducted a survey in 1999 with 900 surveys mailed or hand 
delivered to property owners and businesses, resulting in 131 responses for a response rate of 15 
percent, which the district proudly noted in a newsletter was a 173 percent increase in responses 
over the previous year’s survey. To the question—“Are you generally pleased with the impact that 
the Town Green has had on downtown?”—71.8 percent said “yes” and 6.9 percent said “no.” To the 
question, “Do you see/feel a positive change downtown since the creation of the district in January 
1997?”—70.2 percent said “yes” and 7.6 percent said “no.” It stretches common sense to think 
the Town Green District would have ever conducted a survey that found over 70 percent in the no 
category for either of these questions. It seems apparent that this survey was more about advocacy 
than an empirical description of public opinion. 

UNDEMOCRATIC SURVEYS

A fi nal issue in survey research is the presumption that the best measure of any public policy is to 
have a set of responses to survey questions. In effect, responding to surveys has become a substitute 
for other forms of forms of democratic engagement—attending public hearings, writing letters to 
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public offi cials, and voting in elections. A survey is one of a few ways that citizens can express their 
views about alternative garbage disposals methods in a locality or a proposal in a state to reduce 
a budget defi cit by issuing bonds and reducing services. The assumption is that surveys are a cor-
rective to the infl uence of rich elites and professional interest groups in the policy process. Other 
than voting, surveys are one of the few opportunities for the disadvantaged and people with busy 
lives to analyze and shape public policy. There is even a sense that the act of being interviewed 
might reduce a citizen’s feeling of alienation from politics and government (Benson 1981; Web 
and Hatry 1973). 

One problem with the use of surveys to refl ect democracy is the low cost and benefi ts to those 
being interviewed (Berinsky 2004). Respondents do not contact pollsters, but instead pollsters and 
their political sponsors assume the costs of participation by contacting people and mobilizing them 
into a limited form of political action. But this only half of the equation, answering polls is also 
a low-benefi t activity. Respondents are no better off at the beginning of an interview than at the 
end. In effect, to use surveys in the policy process is to rely on the lowest common denominator of 
democratic participation. 

Another problem is that not all respondents react the same to questionnaires. Consequently, 
surveys tend to reinforce social inequality. Few surveys are multilingual and most require the re-
spondents to be familiar with processing bureaucratic information. All kinds of people are excluding 
from survey research, such as children, people in institutions (prisons, hospitals, etc.), and individuals 
who for one reason or another lack the time or interest to answer survey questions. When it comes 
to telephone interviews, households without phone service are excluded, thereby devaluing the 
opinions of those with lower incomes, less stable jobs, and fewer group and community attachments 
(O’Sullivan, Rassal, and Bermer 2004). It is doubtful that a telephone survey on housing policy 
would be meaningful if it excluded those without telephones.

Polls tend to include mostly people who like putting forth their opinions about issues. There 
is an argument that understanding the public interest should be more than counting the opinions of 
individuals who enjoy giving their views on everything and anything. In fact, one of the ideas of 
representative democracy is that elected offi cials and public administrators have a responsibility to 
understand the silent majority. The intent of surveys is surely not to force people to have opinions. 
There are many policy issues when people do not have enough information to make an informed 
assessment. Most Americans have heard of the No Child Left Behind Act, for instance, but nearly 
seven in ten say they don’t know enough to form an opinion about the educational initiative of the 
federal government. 

A fi nal problem is that surveys tend to boil complicated issues down to the level of platitudes, 
catch phrases, and easy to answer questions. Is it really good for democracy to think about public 
policy in the most simple of terms? Simplistic surveys may do nothing more than produce a con-
voluted mishmash of ideas and opinions that don’t indicate anything other than most people are 
confused. Consider, for example, a Harris Poll conducted online in 2002 among a nationwide sample 
of 2,118 adults. The data was weighted to be representative of all U.S. adults. The poll found: 

• Almost everyone, 93 percent of all adults, support “the United States continuing to fi ght . . . the 
war on terrorism in order to kill or capture those who planned or supported the attacks . . . on 
September 11th.”

• When it comes to U.S. support for other countries fi ghting against their terrorists, the public 
is much more equivocal. Modest majorities favor U.S. support for Israel (63%) and Britain in 
Northern Ireland (56%). The public is almost equally divided as to whether the U.S. govern-
ment should support the Indian government, the Russian government or the Spanish govern-
ment against those attacking them in Kashmir, Chechnya and the Basque region. And most 
people oppose U.S. support for the Chinese government in Tibet (68%) or for “undemocratic, 
totalitarian or military dictatorships” (64%).
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• A 58 percent majority of all adults believes that “the use of bombs and guns against . . . gov-
ernments that do not give their people the right to decide their own future by free democratic 
elections” can be justifi ed.

• A 57 percent majority of the public says they “think of people fi ghting to overthrow dictato-
rial, military or undemocratic governments” as freedom fi ghters, and only 11 percent think 
of them as terrorists.

• When the government is bad enough, almost everyone thinks that the use of bombs and guns 
against the government is justifi ed. When told of the attempt by German offi cers to bomb and 
kill Hitler during World War II, fully 89 percent of adults say that “it is morally justifi ed to kill 
people if you have no other way to fi ght against a really bad government or leader.” 

The conclusion of this poll is that the public is confused about what is and is not terrorism. It is 
unclear how this information helps policy makers or, for that matter, how it helped the people who 
responded. Terrorism is a complicated subject that requires thinking about many events in human 
history, weighing the advantages and disadvantages of various forms of participation in different 
contexts, and understanding a wide range of human behaviors. It is diffi cult to comprehend how 
simplifying reality through a series of questions that yield confl icting results will ever contribute 
to the improvement of public policy, one of the obvious goals of policy analysis. 

CONCLUSION

The fact that there are problems with the use of surveys does not mean they should be removed from 
the policy process. What is needed is more careful consideration of how they are used and a better 
sense of the ways they can be misused. Simply put, knowledge is key to the key to good utilization. 
In this regard, educators must spend more effort to examine surveys in policy analysis textbooks and 
in college classrooms. Academics should be especially cognizant of how they report survey results 
in professional journals because they are implicitly setting standards for how to judge the worth 
of surveys conducted in the world of politics and administration. When presenting the fi ndings of 
survey research, it is incumbent on everyone to be thorough in the description of their methodology. 
Thoroughness may go along way to eliminating mistakes, exposing bias, and indicating how the 
results should be used. A survey report that details how questions were asked, notes all aspects of 
the sampling procedure, and explains the statistics analysis will be much more likely to be utilized 
and understood. And when the elements of survey research are followed closely and the problems 
with survey research are avoided, the use of surveys in policy analysis will be less Neanderthal and 
more likely to lead to good public policy. 
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25 Social Experiments and
Public Policy

Caroline Danielson 

INTRODUCTION

Social experiments randomly assign people (or sometimes sets of people, i.e., neighborhoods or 
communities) either to a group that is subject to one or more policy “treatments” or to one that 
continues to be subject to the prevailing policy norm (“controls”). For example, a social experiment 
might test the effi cacy of a welfare-to-work program by randomly assigning welfare applicants to 
the new program (perhaps an intensive, coached job search combined with the provision of services 
like transportation assistance and subsidized child care) and to the old standard, which leaves the 
initiative to fi nd a job nearly completely up to the welfare recipient.1 

It is standard for those who conduct experiments to make the claim that theirs is the only 
methodology that can with certainty isolate the impact of the program under evaluation. Social 
experiments alone can assure that “any differences that emerge over time in employment, earnings, 
or other relevant outcomes can reliably be attributed to the program” (Berlin 2002, 3). Yet this is not 
simply a claim that circulates in the research community. Social experiments also hold the respect 
of those crafting social policy (Baum 1991; Greenberg, Linksz, and Mandell 2003; Greenberg, 
Mandell, and Onstott 2000; Haskins 1991). Social experiments generate this respect because they 
appear to offer a readily-accessible, incontrovertible answer to the most pressing question in evalu-
ation research: does X program cause Y outcome?2 

In this chapter, I examine the key factors that make social experiments attractive to both re-
searchers and policy makers. These features of social experiments seem worth exploring because 
there appears to be a consensus among researchers and policy makers that experiments constitute a 
gold standard in policy evaluation. To the extent that this consensus exists, it removes one obstacle 
to the application of social science research to policy making. Social experimentation promises to 
be a rigorous, straightforward arbiter among political choices—a method well-suited to the division 
of labor that leaves the choice of ends to policy makers and the evaluation of means to technical 
experts.

Such a consensus clearly does not imply that only evidence from social experiments will be 
used in the policy process, or even that any research at all will guide policy making. The literature 
describing the actual use of research in policy making is also extensive. Greenberg, Linksz, and 
Mandell (2003) explore the infl uence of social experiments in the welfare policy arena on state 
policy makers, and Weaver (1999) examines the role of policy research in the debates on “ending 

1. I use examples from the arena of welfare policy to illustrate principles and pitfalls of social experiments; 
however, social experiments are also used in other social policy arenas, including crime, education, and 
health. For a list of major social experiments conducted in the United States, see Greenberg and Shroder 
(2004).

2. I focus on tests of the effi cacy of a program, although experimental data can be turned to other purposes—for 
instance, computing cost-benefi t calculations.
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welfare as we know it” that occurred in the 1990s. Aaron and Todd (1979) reports on the infl uence 
of earlier social experiments on policy. For examples of other research examining more generally 
the use of social science research in policymaking (see Danziger 2001; Haveman 1976; Hird 2005; 
Jones 1976; Lindblom and Cohen 1979; Rich 2001; Shulock 1999; Stone 1997; Szanton, 1981). 
Obviously, legislators can choose whether to request, or to use, social scientifi c research to evaluate 
policy proposals although their choices are constrained by the prevailing norms regarding the ap-
plicability of research to policy development and evaluation. This chapter will examine key aspects 
of the prevailing norms regarding social experiments.

A number of important aspects of social experiments have been discussed extensively elsewhere: 
technical issues (e.g., selective attrition, determining the effect of the treatment), the defi nition of 
treatments (are only certain types of policies tested? are programs tested in an intensive enough 
way?), and the practicalities of running experiments (obtaining the committed participation of agen-
cies that implement policies, adequately getting the message across). Recent discussions include 
Gennetian et al. (2002), Grogger and Karoly (2005), Haveman (1987), Heckman in Manski and 
Garfi nkel (1992), Lalonde (1995), and Orr (1999). 

I focus here on unpacking two accepted aspects of experiments that make them attractive to 
policy makers: their ability to isolate causes and their methodological transparency. Experiments 
offer these virtues, but not in an unqualifi ed way: they are not a complete recipe for policy evalu-
ation. I also take up ethical questions that social experiments pose. I argue that the absence of a 
real debate over ethics is more evidence that social experiments are an established methodology 
from the point of view of both researchers and policy makers. My argument is in line with other 
discussions of the ways in which methodology can take precedence over substantive debates about 
the ends that democratic societies seek to achieve and the permissible means that they can use to 
achieve them (Fischer 1990; Fischer 2003; Stone 1993). 

After sketching the history of social experiments in the next section and summarizing essentials 
of conducting experiments in the third, I take up the primary intellectual attraction of experiments in 
the fourth—their ability to isolate the program from other events that shape subjects’ outcomes—and 
in the fi fth I discuss a central political attraction of experiments—what I call their transparency. In 
the sixth section I review standard ethical justifi cations of social experimentation. 

EVOLUTION OF SOCIAL EXPERIMENTATION

Greenberg, Linksz, and Mandell (2003) review the history of social experiments and The Digest of 
Social Experiments describes all social experiments conducted to-date in the United States (Green-
berg and Shroder 2004). When large-scale social experiments were fi rst proposed in the 1960s, they 
were a departure from the normal practice of policy research. Evidence of this is that organizational 
capacity had to be built to handle the new demand: the Manpower Demonstration Research Cor-
poration (now simply MDRC) a non-profi t, non-partisan research organization, with seed funding 
from the Ford Foundation, was purpose-built in the early 1970s to conduct the National Supported 
Work Demonstration (Gueron 2000; Manski and Garfi nkel 1992).3 A handful of other organizations 
also retooled to undertake experiments (e.g., Mathematica Policy Research, Abt Associates, Rand, 
organized research units at a few large universities). The scale and scope of cooperation between 
civilian agencies and researchers was also unprecedented.

Haveman (1987) notes that poverty research, and the organizations capable of training re-
searchers and carrying out the research, were fundamentally shaped by the War on Poverty, which 
provided the funding and the federal agency loci to stimulate policy research in this fi eld. The Digest 

3. The Ford Foundation also funded the development of several public policy schools (Haveman 1987), pre-
sumably to develop capacity to conduct rigorous, policy-relevant research.
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of Social Experiments reveals that the majority of social experiments have been conducted with 
poor populations as subjects in program areas that include health, employment, and education and 
training (see Greenberg and Shroder 2004). 

The fi rst social experiment, the New Jersey Negative Income Tax Experiment (NIT), was con-
ducted by Mathematica under contract from the University of Wisconsin’s Institute for Research 
on Poverty. This experiment had several treatment groups, each of which was subject to a different 
combination of a minimum guaranteed income and a tax rate on income earned above the guarantee. 
The core aim was to test whether adults would reduce their hours of work if they knew they were 
guaranteed a minimum income. According to an observer, it was not obvious that experimentally 
altering individual’s incomes was ethical. Conducting the New Jersey NIT was justifi ed on the 
grounds that there was no other way to obtain answers to the question of individuals’ responses to 
a guaranteed income (Haveman 1987). 

It is important to realize that experiments were fi rst intended to be used in conjunction with 
simulation to provide a way of projecting the impact of a broad range of policies. According to 
Haveman (1987), writing after the fi rst wave of social experimentation in the 1970s had ended, a 
goal of all of these experiments was to estimate structural parameters like the behavioral response 
(expressed, for instance, in hours of work) to manipulations of income by tax policy. That is, so 
long as the assumption could be maintained that individuals’ behavior in response to incentives 
like additional income was constant across time and place and varied smoothly, an experiment that 
assigned groups to several gradations of tax policy treatments could be used to estimate the impact 
of a whole range of tax policies on hours of work. 

According to economist James Heckman, however, as the NIT experiment in particular pro-
gressed, its aims grew more constrained: it came to be to compute the mean impacts of the program 
(Heckman in Manski and Garfi nkel 1992). Instead of one or several experiments providing the raw 
material that would enable researchers to simulate behavioral responses to a range of hypothetical 
policies, an experiment would supply simply the difference in outcomes between the treatment 
and the control group for the policy or policies under study. This type of experiment gets called a 
“black-box” experiment because researchers make no strong claims about the underlying causes of 
the outcomes; their focus is on reporting the results of a particular policy treatment. 

The scaling back of researchers’ ambitions had partly to do with technical diffi culties in col-
lecting data adequate to the task of simulating responses to a range of hypothetical policies. The 
results of the NIT, in particular, were not as clean as expected. Apparently the implied responses to 
different tax policies the researchers computed relied on self-reported, and therefore incomplete, 
income data as well as on the experimental data, and the computations did not produce a smooth 
pattern of responses. But dropping this more theory-laden approach to experiments perhaps also 
betrays the insight that a more easily-communicated approach is more compelling to policy makers. 
Black-box experiments report the outcome, attribute it to the treatment, and stop there.

The goal in conducting social experiments has decidedly shifted to estimating mean impacts of 
the treatment (Greenberg, Linksz, and Mandell 2003). It is this way of setting up social experiments 
that has won the approbation of policy makers and that backs confi dent statements that organizations 
like MDRC make about the methodological rigor of experimental evaluations. As the then president 
of MDRC has stated, “With random assignment, you can know something with much greater certainty 
and, as a result, can more confi dently separate fact from advocacy” (Gueron 2000, 1).

The sense that black-box experiments are the gold standard of evaluation research had developed 
by the late 1980s. According to those pivotal in developing the legislative language for the 1988 
overhaul of the Aid to Families with Dependent Children (AFDC) program, Family Support Act 
(FSA), experimental evidence from a number of welfare-to-work projects that MDRC was conduct-
ing played a decisive role (Baum 1991; Haskins 1991). This was the case for a number of reasons 
(fortuitous timing, MDRC’s ability to both disseminate results widely and in a timely fashion and 
to maintain a non-partisan stance), but included the absence of debate among researchers about 
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the outcomes and the concomitant respect that the methodology commanded. The FSA included 
provision for the evaluation of its effects using randomized experiments. 

A few years later, a little-used provision of Title IV-A, Section 413 of the Social Security Act 
stating that federal requirements for AFDC could be waived by the Secretary of the US Depart-
ment of Health and Human Services was exploited to allow states broadly to experiment with their 
AFDC programs in the early- and mid-1990s. Section 413 states that “The Secretary may assist 
States in developing, and shall evaluate, innovative approaches for reducing welfare dependency 
and increasing the well-being of minor children living at home”. It continues, “In performing the[se] 
evaluation[s]…, the Secretary shall, to the maximum extent feasible, use random assignment as an 
evaluation methodology” (42 U.S.C. 613).

While obtaining approval for waivers to existing AFDC program regulations apparently became 
quite straightforward by the mid-1990s—the Clinton administration did not want to be perceived 
as obstructing states’ reform efforts—the Administration for Children and Families did typically 
require states to perform randomized experimental evaluations of their programs, a requirement 
that produced a wealth of data that would not otherwise exist. Forty-three states obtained waivers 
between January 1993 and August 1996, although not every state actually implemented its waiver 
program (Boehnen and Corbett 1996; Gordon, Jacobson, and Fraker 1996). With this impetus, 
a large number of social experiments was initiated in the 1990s.4 One might say, then, that the 
early- and mid-1990s marked a high point in policy evaluation because of the widespread use of 
experimental methodology.

Although the pace of experimentation has since slowed in the welfare policy arena, commenta-
tors continue to call for experimental evaluations of policy proposals newly on the national agenda. 
For example, a policy brief published by the Brookings Institution endorses experimental evaluations 
of government programs to encourage marriage as a means of defusing controversy over their ap-
propriateness—if programs that encourage couples to marry raise marriage rates, then, presumably, 
concerns about intervening in individuals’ private lives will diminish (Haskins and Offner 2003). At 
the same time, the case for experimental evaluation of policy proposals is building in other policy 
arenas. As evidenced by the language of the 2002 No Child Left Behind act policy makers are now 
advocating evaluations of policy proposals the fi eld of education using experimental methodology 
(Glenn 2004; Mosteller and Boruch 2002).

NUTS AND BOLTS OF EXPERIMENTS

To conduct an experiment, researchers randomly assign some members of a target group to the 
program under study and some to the current program. The impact of the treatment is measured as 
the mean difference between the treatment and control groups on relevant measures (e.g., income, 
educational achievement, mental health). That is, how much more (or less) income did the treatment 
group earn at the end of the study period than the control group did? Or, how much higher (or lower) 
did the treatment group score on a standardized test administered to both groups?

Internal validity is the core methodological strength of experiments. Assigning members of a 
target group at random to treatment and control comparison groups ensures that they are statisti-
cally equivalent on both measured and unmeasured characteristics. Since adjustments can be made 
for differences on measured characteristics, the problem that other research methods face is their 
inability to methodologically rule out systematic differences between nonexperimental comparison 

4. The evaluated programs include the Minnesota Family Investment Program (MFIP), Florida’s Family In-
vestment Program (FIP), Vermont’s Welfare Restructuring Project (WRP), Arizona’s EMPOWER program, 
Connecticut’s Jobs First program, Iowa’s Family Investment Program (FIP), and the Indiana Manpower 
Placement and Comprehensive Training Program (IMPACT).
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groups on unmeasured characteristics.5 Experiments make it possible to confi dently assert that there 
are no differences (statistically speaking) between experimental comparison groups on unmeasured 
characteristics. Any differences between groups measured subsequently can therefore be confi dently 
attributed to the treatment, within the bounds of certainty provided by statistics. 

To insure the internal validity of experiments, researchers must successfully randomize par-
ticipants between the test and the standard programs. This involves developing a protocol for initial 
randomization that is straightforward and not susceptible to manipulation by those implementing 
the protocol. It further involves ensuring that members of the control group do not cross over and 
obtain the program reserved for the treatment group. It also requires that members of the treatment 
group realized that they were subject to different program rules than the control group. For more 
extensive treatments of the practicalities of conducting experiments, see Boruch (1997), Hausman 
and Wise (1985), and Orr (1999). 

It is important to be clear about what the outcomes that can be measured experimentally are. The 
experimental outcomes that can be measured depend on the point at which randomization occurred. 
For example, if some welfare recipients are assigned to have a limit on the number of months they 
are eligible to receive cash assistance and some are not, then the experimental outcomes that can be 
measured are in relationship to exposure to a time limit. For example, did those who were subject 
to a time limit fi nd a job sooner than those who were not? Or, did they use fewer months of welfare 
over a particular period of time? The effect of the time limit on the income and well-being of those 
who reach it in the experimental group is not an experimental outcome, since the two groups were 
not randomly assigned to reach the time limit. It is possible to compare subgroups defi ned by initial 
characteristics of the treatment and control groups because the groups are (stastistically) identical 
on those measures. For example, it would be possible to compare the differences between long-term 
welfare recipients assigned to the groups subject and not subject to the time limit. 

A related point is that experimental outcomes are measured as differences between those as-
signed to the program and those not assigned to it. The effect of the new program is often not identical 
to the impact measured by the experiment because not everyone gets the program. For example, 
some of those assigned to a treatment group that is eligible for a range of job search services will not 
avail themselves of any of the services, or of only some of them.6 Finally, the impact of the program 
either on participants or on those randomized to be eligible for the program is not the identical to 
the impact on the population if the new program were to become policy because experiments typi-
cally do not randomly assign entire target populations to treatment and control groups. The fi rst 
crucial point here is that a new program may very well change the applicant pool. For example, in 
the presence of time limits, some of those who would earlier immediately have applied for cash 
assistance when they experienced a job loss might hold out for a few months, realizing that they 
now only have a limited number of months of eligibility for cash aid.7 The second is that if a new 
program is widely implemented, it may change the broader environment in which it operates (so-
called “macro” effects) in ways that a small pilot program that is experimentally tested would not. 
For example, a job search program, if implemented for all welfare recipients, may alter the labor 
market for low-income workers, thus altering the effectiveness of the job search program. 

5. Researchers using nonexperimental methods can argue that, for theoretical or practical reasons, it is unlikely 
that the comparison groups in question differ on unmeasured characteristics.

6. Random assignment experiments, under certain assumptions, have a built-in instrumental variables esti-
mator that can be used to estimate the average effect of the treatment on the treated (Angrist et al., 1996; 
Gennetian et al., 2002).

7. While it would be possible to randomly assign a sample of the entire target population to treatment and control 
groups, it would be more expensive (and in many cases prohibitively so) because a large enough sample 
would have to be randomized in order to detect the effect of the treatment. The size of this sample would 
depend on the expected rate of application to the program among members of the target population. 
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CONCEPTION OF CAUSALITY

Here is a stripped-down version of the core question to which policy makers seek an answer when 
they commission a policy evaluation: If we implement X program, will Y outcome result (or, in the 
case of a program already implemented: Did X program produce Y outcome that we envisioned)? 
Policy evaluation is fundamentally a testing of means. Simplifying the real complexities of the 
process of policy making, one can say that policy makers seek to achieve an end. The ideal evalu-
ation of a policy would answer the question, does one particular means as compared to another 
advance us toward that end?

Here is the question that social experiments address: On average, there was (or was not) a sta-
tistically signifi cant difference (at conventional levels) between the outcomes of treatment group T 
and control group C on measure M (of outcome Y) in an experiment in which X program was tested. 
For example, if policy makers want to know whether a welfare-to-work program that emphasizes 
quick immersion into a process of searching for a job (X) improves child well-being (Y), researchers 
would design an experiment that randomly assigned some (T) to participate in a sequence of job 
search activities and others not (C). Child well-being (Y) might be measured, among other things, 
by surveying parents about problem behaviors their children might be exhibiting (M).

Is the question that policy makers implicitly pose identical to the question that researchers 
address? Th e central diff erence between the two questions posed above is generalizability. It 
seems clear from the way that the fi rst query above is framed that policy makers are interested 
in a general result, or something resembling law-like behavior. If program X is funded, then 
Y outcome will always (or usually) obtain. But experiments tell us nothing directly about law-
like behavior. Their methodological soundness comes exactly from their internal validity. That is, 
experiments are a powerful means of attributing the impact of the intervention, and not other factors, 
to the outcomes observed by researchers. Experiments accomplish this by posing a counterfactual: 
what would have happened had the program not existed? Thus researchers use experiments to iden-
tify causes using the evidence from unique occurrences, rather than that obtained from observing 
regularities or from logical deduction.8

Given policy makers’ interest in the more general question, the natural inclination is to general-
ize. Thus a natural slippage occurs: researchers and policy makers treat the experiment as predictive 
of outcomes in other times and places that are “similar enough.” But what counts as similar enough? 
What would the outlines of an argument that generalized from one particular experiment look like? 
There are two key elements: (1) identify the most important behavioral mechanisms that produced 
the result, and (2) identify key features of situations that make them enough like the experimental 
situation so that individuals placed in those like situations will interact with the context in the same 
manner that the experimental subjects did. 

Because experiments take a black-box approach, they do not address the behavioral responses 
that the program may have induced (although researchers can and do use other methodologies to 
understand such mechanisms). And unlike researchers conducting laboratory experiments, those 
carrying out social experiments do not control the context in which the treatment and control group 
programs unfold. In this sense, they cannot rigorously specify the context. There is at least one 
strong reason to believe that experimental situations are exceptional: those who are “treated” are 
not blind to their situation, and those who administer the treatment often know the circumstances 
of the experiment—this is a crucial difference between double-blind medical trials where both 
treatment and control groups are treated and neither researcher nor subject knows who received 
the treatment and social experiments.

Those interpreting experimental impacts must make additional inferences in order to general-
ize beyond the particular instance, and they must do so on grounds other than the soundness of the 

8. Max Weber (1949) developed this conception of causality.
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internal validity of the experiment.9 The causal question to which policy makers seek an answer thus 
differs crucially from the question that researchers answer by conducting a social experiment.

METHODOLOGICAL TRANSPARENCY

Perhaps experiments must be interpreted with caution because they do not unpack causal mechanisms 
and because conclusions drawn from them do not extend in a straightforward fashion to programs 
put in place in other contexts. But as freestanding exercises, experiments have the virtue of employ-
ing a methodology that is more readily grasped than other evaluation methodologies. In addition, 
experiments are attractive because they promise to sidestep the debates of “dueling witch doctors” 
that heighten the politicization of policy debates: when technical experts disagree, it undermines 
the credibility of the policy proposal (Baum 1991). 

The promise that social experiments make of a more immediate, incontrovertible truth than 
other research methodologies offer appears to rest on two factors. First, grasping the essentials of 
social experiments seems to require no arcane technical training inaccessible to policy makers and 
their advisors. Second, and relatedly, the outcomes of experiments are not murky: experiments 
reliably allow observers to sharply distinguish between programs that worked and those that had 
no effect on outcomes of interest. 

One might complain that a key test of a social scientifi c methodology in the policy arena should 
not be its (apparent) lack of technical complexity, but this complaint would be misplaced. Garfi nkel, 
Manski, and Michalopoulos claim that social experiments receive funding preference over basic 
research in the social sciences because policy makers are unable to interpret the disputes that social 
scientists enter into over the results of quasi-experimental research (in Manski and Garfi nkel 1992). 
But when, for example, engineers and biologists are hired by policy makers, they produce proof of 
the viability (or lack thereof) of their efforts: an unmanned air vehicle that can track a highway, a 
fl y-sized drone that collects photographic evidence. Social scientists in general face precisely the 
problem that they cannot produce tangible proof that social programs are working without simul-
taneously justifying and explaining the methodology by which they arrived at their conclusions. 
That is, a welfare-to-work program must be shown to be effective; it is not evident from simple 
observation whether the program increased subjects’ hours of work or not. 

There is, in fact, a large literature on subtle technicalities of experimentation. These subtleties 
range from the step of the program at which randomization occurs (experimental differences must 
be measured in relationship to this step) to the difference between intention to treat and the effect 
of the treatment to macro effects that experiments do not fully capture like information diffusion, 
norm formation and altered market equilibria.10 These subtleties typically receive only scant atten-
tion when researchers communicate their results to policy makers (see, for example, Hamilton et 
al. 2001, ES-9; Beecroft et al. 2003, ii). 

It is worth noting in this context that the experimental evaluations of welfare-to-work programs, 
among them those that so impressed the framers of the FSA in the late 1980s, have now been subject 
to several reanalyses that raise questions about the internal validity of the fi ndings (Hotz, Imbens, 
and Klerman 2001; Walker et al. 2003). That is to say, there is debate among researchers about the 
outcomes of the very experiments that had such an infl uence on the formulation of the work-fi rst 
approach in state reforms and eventually on the shape of the Temporary Assistance for Needy Fami-
lies (TANF) program that replaced Aid to Families with Dependent Children (AFDC) in 1996. As 
is probably often the case, this scholarly debate took longer to mature than did the policy debate.

9. Other sorts of evaluation methodologies also pose problems for generalization. Manski (1995) addresses 
this issue in a broader sense.

10. For examples of these discussions, see Manski and Garfi nkel1992. See Haveman (1987) for a discussion 
of problems that the fi rst set of social experiments shared.
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In fact, it is plausible that the aims of social experiments and the manner in which their results 
are reported is heavily infl uenced by the desire to communicate in a transparent way. As I described 
in section two, economists’ original aim for experimentation was to recover structural behavioral 
parameters that could be used to simulate the impact of arbitrary policies. But this more ambitious 
aim was quickly dropped, possibly partly because it was not compelling to policy makers. 

Further, it might seem puzzling that experiments are typically agnostic about the outcome. Even 
if theory or intuition predicts that welfare recipients who receive job search assistance should fi nd 
employment at a higher rate than those who do not, researchers perform a two-tailed hypothesis test 
(i.e., that the alternative hypothesis is the difference of means is equal to zero, not the difference of 
means is greater than zero).11 This unwillingness to begin from theory is perhaps more evidence that 
experiments are meant to be transparent, or assumption-free. Alternatively, it is possibly evidence 
that researchers seek to be as conservative as possible.

Thus it might be fair to say that the way social experiments have been carried out has been 
infl uenced by policy makers’ need for simplicity and clarity. But it would be misleading to state 
that experiments are simply methodologically transparent. 

ETHICAL JUSTIFICATIONS

As I noted in the second section, conducting the fi rst NIT experiment was acceptable because it 
was seen as a last resort: those who proposed it and those who supported its implementation could 
envision no other way of testing individuals’ responses to a guaranteed minimum income. Social 
experiments must no longer meet this severe standard. They are now presumed to be appropri-
ate: randomized trials are ethical except in special circumstances. For an example of the standard 
defense, see the statement by the then-president of MDRC (Gueron 2000): In short, resources can 
generally be presumed to limited, and as long as more people are potentially eligible for the pro-
gram than can actually be served, random assignment is a fair way of allocating scarce resources. 
More fundamentally, random assignment is a means of determining whether programs benefi t 
target populations or not. Both individual and social ends can be better achieved if only successful 
programs are pursued with government dollars.

Although it is apparent that not every situation of policy interest is susceptible to experimenta-
tion for ethical reasons, versions of random assignment seem to be. For example, it is not possible 
to imagine assigning children to parents, or education to children, even though it is vitally important 
to know how much difference family background, and how much education, makes to children’s 
achievement. But it is possible to contemplate assigning parents to programs that increase their 
likelihood of developing positive relationships with one another and their children (Haskins and 
Offner 2003; Dion et al. 2003). While proposed programs are not identical to “assigning children to 
parents,” the shaping of choices that these programs, if successful, would have in effect imply that 
some children will have relationships with parents that they would not otherwise have had.

It appears that they are presumed to be ethical because of aspects of the methodology employed. 
Researchers point out if resources are limited so that only a subset of applicants can be accommo-
dated in the program, then random assignment—the core distinctiveness of social experiments—is 
a fair way of distributing the opportunity to participate, and is more fair than the most likely other 
means of allocating it (e.g., fi rst come, fi rst served). This argument can be challenged. Researchers 
must ensure that the treatment and control groups are large enough to produce reliable estimates of 
the impact of the program. Depending on the size of the program being evaluated, they may warn 
sponsors that evaluation sites will need to ramp up recruitment efforts in order to enroll enough 
subjects to randomize (see, e.g., Dion et al. 2003). In such situations, everyone who sought the 
service or program being evaluated could be accommodated, and it is the experiment that produces 

11. There are also standard phrases to repeat here—Type I error, Type II error, replication—I will just note 
them here in passing. They also bear on the reliability of the distinction made in crucial ways.
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the need to deny some access.
In cases where programs are mandatory for all applicants, or are open to all who request it, 

random assignment can be thought of as a fair way of assigning recipients to programs of unknown 
effi cacy. That is, if it is unknown whether the old or the new program produces better outcomes, a 
social experiment can determine whether the new program should continue. Once the experiment 
has run its course, the knowledge that it produces will benefi t all future applicants. Note that if 
experiments are the gold standard, then it is tautologically true that the program’s effects are not 
known—at least not with any credibility—in the absence of one or several social experiments 
conducted to establish the effi cacy of the program.12 

It is also the case that, in the United States, the provision of social supports are typically not 
seen as rights and poor people are not taken to be a group that requires special protections. Just as 
the government can grant or withhold tax relief at will, denying an individual access to a program 
to which she does not have a strong claim, even if comparable others do have access to the program, 
poses a weak ethical dilemma. This ethical dilemma is further weakened by an individualist ethic. 
Social experiments do not deny individuals access to services that they might desire because those 
in the control group can often, through their own initiative, acquire the education or job search as-
sistance that the experimental program provides to some. 

In these ways it has become easy to justify random experiments as an evaluation tool for 
any program that Congress or a state legislature might decide to authorize. Randomization to be 
eligible for (temporary) income supplements, to have time-limited welfare benefi ts, and to receive 
job search assistance have all recently passed muster. So while on the ground there are apparently 
ethical qualms about assigning participants to treatment and control groups that are serious enough 
to cause agencies to refuse to participate in experiments—see , for example, Gueron (2000)—the 
research community’s justifi cations for experimentation makes clear that researchers see no serious 
ethical barriers to randomization in a broad range of instances. To an extent, social experiments are 
even treated as establishing a baseline for the ethical evolution of social policy: random assignment 
is a fair means of allocating scarce resources and experiments can tell us which programs help, and 
which harm, target populations. 

There is a related question that is a natural follow-on for those who promote social policy 
evaluation via experimentation: Why does a society aim to understand the effects of programs on 
outcomes? A straightforward answer is that its members seek to improve the lot of disadvantaged 
groups. Since social programs can appear promising without in fact producing intended effects, 
evaluating their effects again makes sense, and social experiments are the most reliable means of 
evaluating their effects.13 

In this sense, the ethical question has been turned on its head: Is it ethical to assign (or even 
invite) individuals to participate in programs without knowing whether the treatment has the in-
tended effect? After all, social choices are about achieving ends. While they may limit permissible 
means, programs like TANF are primarily aimed at achieving certain outcomes (broadly speaking, 
ameliorating the lot of children in poor families). Social experiments are a means of achieving 
social ends by helping to determine which programs further social goals Without delving into 
mechanisms for social choice and their justifi cations, it appears to be at least possible to assert that 
research methodologies that seek to isolate the impact of programs on participants advance social 
choice-making by advancing the achievement of social ends like that of improving the well-being 

12. Because of the large number of factors outside of the control of those orchestrating the experiment, it is 
probably quite diffi cult to replicate a social experiment. All the same, the argument in favor of replication does 
not lose its punch: as is the case with all research that relies on statistics, experimental impacts are subject 
to random error. Then the questions becomes: at what point do researchers decide that they know whether 
the program works or not, and thus whether this ethical justifi cation for randomization still holds?

13. See O’Connor (2001) for the claim that poverty research focuses narrowly on individual circumstances 
and behaviors instead of on the social and economic opportunities that these individuals face.
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of low-income children.14 Social experiments achieve particularly high marks in this regard because 
it is accepted that they are methodologically rigorous.

The ethical questions posed by experimentation are no longer ones that set up serious obstacles 
to the implementation of experiments because the technical merit of experimentation is unques-
tioned. A number of researchers have explored different aspects of the push toward neutral, effi cient 
decision-making in the policy arena, often noting a link to anti-democratic practices (Fischer 1990; 
Fischer 2003; Stone 1993). Fischer (1990) argues that the objective of technocrats is to remove as 
many decisions from the political arena as possible, shifting them into the arena of administration. 
In the case of social experiments, it appears that placing faith in their methodological virtues has 
allowed policy makers to largely fi nesse ethical questions. 

CONCLUSIONS

To recap, social experiments appear to offer three core strengths: fairness, simplicity, and rigor. 
Random assignment offers a fair way (perhaps the most fair way) of allocating scarce resources, no 
special training is required to grasp the essentials of the method, and experiments reliably isolate 
“the program” from other factors infl uencing subjects’ outcomes thus informing policy makers 
how to further social ends. Experiments do possess these virtues, but they do not possess them 
in an unqualifi ed way. I have argued that, in fact, the conclusions that can be drawn from social 
experiments, like other evaluation methodologies, rest on crucial assumptions, and they have im-
portant limitations. The manner in which social experimentation has evolved in the United States 
has reduced the apparent complexities of evaluating social policies, but it has not actually erased 
them. Policy makers would do well to keep these complexities and limitations in view, even as they 
point to the strengths of experimentation. Finally, the fact that experiments are methodologically 
attractive should not be a reason to sideline ethical questions. 
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26 Policy Evaluation and 
Evaluation Research

Hellmut Wollmann

DEFINITIONS, CONCEPTS, AND TYPES OF EVALUATION

Evaluation in the fi eld of public policy may be defi ned, in very general terms, as an analytical tool 
and procedure meant to do two things. First, evaluation research, as an analytical tool, involves in-
vestigating a policy program to obtain all information pertinent to the assessment of its performance, 
both process and result; second, evaluation as a phase of the policy cycle more generally refers to 
the reporting of such information back to the policy-making process (see Wollmann 2003b, 4).

Yet, a bewildering array of concepts and terms has made its appearance in this fi eld, especially 
given the recent “third wave” development of new vocabulary (such as management audit, policy 
audit, and performance monitoring). In light of a defi nition that focuses on the function of evalu-
ation and, thus, looks beneath the surface of varied terminology, it becomes apparent that the dif-
ferent terms “cover more or less the same grounds” (Bemelmans-Videc 2002, 94). Thus, analytical 
procedures, which have come to be called “performance audit” would be included in our defi nition, 
except, however, “fi nancial audit,” which checks the compliance of public spending with budgetary 
provisions and would not be counted as evaluation (see Sandahl 1992, 115).

TYPES OF EVALUATION: FUNCTIONS AND TIMING 

In terms of the different temporal and functional linkages with the “policy cycle,” often the follow-
ing distinctions are made (see Wollmann 2003b).

Ex-ante evaluation, preceding decision making, is meant to (hypothetically) anticipate and pre-
assess the effects and consequences of planned or defi ned policies and actions in order to “feed” the 
information into the upcoming or ongoing decision-making process. If undertaken on alternative 
courses of policies and actions, ex-ante evaluation is an instrument of making the choice between 
alternative policy options (ideally) analytically more transparent, more foreseeable, and politically 
more debatable. It includes implementation pre-assessment is meant to analytically anticipate the 
course of policy implementation in focusing on its process, as well as environmental impact as-
sessment, designed for anticipating or predicting the consequences which envisaged policies and 
measure may have on the environment. 

Ongoing evaluation has the task of identifying the (interim) effects and results of policy pro-
grams and measures while, in the policy cycle, the implementation and realization thereof is still 
under way. The essential function of “ongoing” evaluation is to feed relevant information back into 
the implementation process at a point and stage when pertinent information can be used in order 
to adjust, correct or redirect the implementation process or even underlying key policy decisions. 
In a nearly synonymous usage, some speak of accompanying evaluation running parallel to the 
policy implementation process. Within “ongoing” or “accompanying” evaluation one can discern 
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between a primarily “analytical” modality that remains “detached” and “distanced” from the imple-
mentation process in order to ascertain objectivity. Further, the term interventionist accompanying 
evaluation has been applied when, besides the analytical mandate, the evaluators are also expected, 
if not obliged to actively intervene in the implementation process in order to rectify shortcomings 
and fl aws in the implementation process jeopardising the attainment of the pre-set policy goals. In 
such an “interventionist” orientation “accompanying” evaluation would approximate the concept 
of action research. 

Finally, monitoring can be seen as an (ongoing) evaluative procedure which aims at (de-
scriptively) identifying and, with the help of appropriate, if possible operationalized, indicators, 
at “measuring” the effects of ongoing activities. In the most recent upsurge of “performance indi-
cators” (PIs) in the concepts of New Public Management, indicator-based monitoring has gained 
great importance.

Ex-post evaluation constitutes the classical variant of evaluation to assess the goal attainment 
and effects of policies and measures, once they have been completely As such, summative (Scriven 
1972) has been directed at policy programs (as a policy action form combining policy goals and 
fi nancial, organisational as well as personnel resources), typical of early reform policies in the 
United States, but also in European countries, ex-post policy evaluation has often been identifi ed 
with program evaluation (see Rist 1990). Characteristically, policy (or program) evaluation has 
been given primarily two tasks. 

First, it was meant to produce an assessment about the degree to which the intended policy 
goals have achieved (“goal attainment”). The conceptual problems following from this task revolve 
around the conceptualising the appropriate, if possible measurable, indicators in order to make such 
assessments of goal attainment. But, besides identifying the “intended” consequences, the assessment 
of the effects of policies and programs came to pertain also to the non-intended consequences.

Second, the evaluation of policies and programs was also expected and mandated to answer the 
(causal) question as to whether the observed effects and changes have be really (causally) related to 
the policy or program in question. From this the methodological issue of applying the methodologi-
cal tools and skills (possibly and hopefully) capable of solving the “causal puzzle.” 

Meta-evaluation is meant to analyse an already completed (primary) evaluation using a kind 
of secondary analysis. Two variants may be discerned. First, the meta-evaluation may review the 
already completed piece of (primary) evaluation as to whether it is up to methodological criteria and 
standards. One might speak of methodology-reviewing meta-evaluation. Second, the meta-evaluation 
may have to accumulate the substantive fi ndings of the already completed (primary) evaluation and 
synthesise the results. This might be called a “synthesising” meta-evaluation. 

While (rigorous) evaluation aims at giving a comprehensive picture of what has happened in 
the policy fi eld and project under scrutiny, encompassing successful as well as unsuccessful courses 
of events, the best practice approach tends to pick up and tell success stories of reform policies 
and projects, with the analytical intention of identifying the factors that explain the success, and 
with the applied (learning and pedagogic) purpose to foster lesson drawing from such experience 
in the intranational as well as in the inter- and transnational contexts. On the one hand, such good 
practice stories are fraught with the (conceptual and methodological) threat of ecological fallacy, 
that is, of a rash and misleading translation and transfer of (seemingly positive) strategies from 
one locality and one country to another. On the other hand, if done in a way which carefully heeds 
the specifi c contextuality and conditionality of such good practice examples, analysing, telling and 
diffusing such cases can provide a useful fast track to evaluative knowledge and intra-national as 
well as trans-national learning 

Vis-à-vis these manifold conceptual and methodological hurdles full-fl edged evaluation of 
public-sector reforms is bound to face a type of quasi-evaluation has been proposed (see Thoenig 
2003) that would be less fraught with conceptual and methodological predicaments than a full-fl edged 
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evaluation and more disposed toward focusing on, and restricting itself to, the information- and 
data-gathering and descriptive functions of evaluation rather than an explanatory one. A major as-
set may be a conceptually and methodologically pared-down variant of quasi-evaluation that may 
be conducive to more trustful communication between the policy maker and the evaluator that will 
promote a gradual learning process that fosters an information culture (Thoenig 2003).

Finally, an evaluability assessment can be undertaken. This happens before an evaluation, be 
it of the ex-post, but also of the ex-ante and ongoing type. It is used to fi nd out in advance which 
approach and variant of evaluation should be turned to on the basis of the criteria of technical fea-
sibility, economic viability, and of practical merits. 

 “Classical” evaluation is, fi rst of all, directed at (ex-post) assessing the attainment or nonat-
tainment of the policy and program goals or at (ex-ante) estimating the attainability of goals. It deals 
essentially with the effectiveness of policies and measures the amount of resources employed (or 
invested) in order to reach that goal. This is in contrast to a cost-benefi t-analysis which compares 
the outcomes to the resources devoted to achieve them. Emphasizing effi ciency cost-benefi t analysis 
may thus also have an ex-post orientation. 

TYPES OF EVALUATION: INTERNAL AND EXTERNAL 

For one, evaluation may be conducted as an internal evaluation. Such evaluation is carried out in-
house by the operating agency itself. In this case, it takes place as self-evaluation. In fact, one might 
argue that informal and unsystematic modes of self-evaluation have been practiced ever since (in 
the Weberian) bureaucracy model) hierarchical oversight has taken place based on forms of regular 
internal reporting. But evaluation research involves more formal approaches. Evaluation research 
has become a key component of various theories of public administration. In recent years, New 
Public Management has emphasized the concept of monitoring and controlling based on evaluation 
performance indicators. Such indicators play, for example, a pivotal role in operating systems of 
comprehensive internal cost-achievement accounting (see Wollmann 2003b).

External evaluation, by contrast, is initiated or funded by outside sources (contracted out by an 
agency or actor outside of the operating administrative unit). Such an external locus of the evaluation 
function may be put in place by institutions and actors that, outside and beyond administration, may 
have a political or structural interest employing evaluation as a means to oversee the implementation 
of policies by administration. Parliaments have shown to be the natural candidates for initiating and 
carrying out the evaluation of policies and programs inaugurated by them. In a similar vein, courts 
of audits have come to use evaluation as an additional analytical avenue for shedding light on the 
effectiveness and effi ciency of administrative operations. 

But also other actors within the core of government, such as the Prime Minister’s Offi ce or 
the Finance Ministry, may turn to evaluation as an instrument to oversee the operations of sectoral 
ministries and agencies. Finally, mention should be made of ad hoc bodies and commissions (i.e., 
enquiry commissions) mandated to scrutinize complex issues and policy fi elds. Such commissions 
may employ evaluation as an important fact-fi nding tool before recommending policy implementa-
tion by government and ministries.

The more complex the policies and programs under consideration are, and the more demanding 
the conceptual and methodological problems of carrying out such evaluations become, the less the 
institutions, initiating and conducting the evaluation, are capable to carry out such conceptually and 
methodologically complicated and sophisticated analyses themselves. In view of such complexities, 
evaluation research is ideally based on the application of social science methodology and expertise. 
Thus, in lack of adequately trained personnel and of time the political, administrative and the other 
institutions often turn to outside (social science) research institutes and research enterprises in 
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 commissioning them to carry out the evaluation work on a contractual basis (see Wollmann 2002). 
In fact, the development of evaluation, since the mid- 1960s, has been accompanied by the (at times 
rampant) expansion of a “contractual money market” which, fed by the resources of ministries, 
parliament, ad hoc commissions, etc., has turned evaluation research virtually into a “new industry of 
considerable proportion” (Freeman and Solomon 1981, 13), revolving around contractual research” 
and has deeply remolded the traditional research landscape in a momentous shift from “academic 
to entrepreneurial” research (see Freeman and Solomon 1981, 16), a topic to which we return.

THE THREE WAVES OF EVALUATION 

Three phases can be distinguished in the development of evaluation over the past forty years: the 
fi rst wave of evaluation was during the 1960s and 1970s, the second wave began in the mid-1970s, 
and a third wave set in since the 1990s.

During the 1960s and 1970s, the advent of the advanced welfare state was accompanied by 
the concept of enhancing the ability of the state to provide proactive policy making through the 
modernization of its political and administrative structures in the pursuit of which the institution-
alization and employment of planning, information, and evaluation capacities were as seen as 
instrumental. The concept of a “policy cycle” revolved, as already mentioned, around the triad 
of policy formation, implementation, and termination, whereby evaluation was deemed crucial 
as a “cybernetic” loop in gathering and feeding back policy-relevant information The underlying 
scientifi c logic (Wittrock, Wagner, and Wollmann 1991, 615) and vision of a science-driven policy 
model was epitomized by Donald Campbell’s famous call for an experimenting society (“reforms as 
experiments,” Campbell 1969) . 

In the United States, the rise of evaluation came with the inauguration of federal social ac-
tion programs such as the War on Poverty in the mid-1960s under President Johnson with evalu-
ation almost routinely mandated by the pertinent reform legislation, turning policy and program 
evaluation virtually into a growth industry. Large-scale social experimentation with accompanying 
major evaluation followed suit.1 In Europe, Sweden, Germany, and the United Kingdom became 
the frontrunners of this “fi rst wave” of evaluation (see Levine 1981; Wagner, and Wollmann 1986; 
Derlien 1990); in Germany social experimentation (experimentelle Politik) was undertaken on a 
scale unparalleled outside the United States (see Wagner, and Wollmann 1991, 74).

Refl ecting the reformist consensus, which was widely shared at the time by reformist political 
and administrative actors as well as by the social scientists, involved through hitherto largely 
unknown forms of contractual research and policy consultancy, the evaluation projects norma-
tively agreed with and supported the reformist policies under scrutiny and were, hence, meant to 
improve policy results and to maximize output effectiveness. (Wittrock, Wagner, and Wollmann 
1991, 52).

The heyday of the interventionist welfare state policies proved to be short-lived, when, following 
the fi rst oil price rise of 1973, the world economy slid into a deepening recession and the national 
budgets ran into a worsening fi nancial squeeze that brought most of the cost-intensive reform poli-
cies to a grinding halt. This lead to the “second wave.” As policy making came to be dictated by the 
calls for budgetary retrenchment and cost-saving, the mandate of policy evaluation got accordingly 
redefi ned with the aim to reducing the costs of policies and programs, if not to phase them out (see 
Wagner, and Wollmann 1986; Derlien, 1990). In this second wave of evaluation focusing on the 
cost-effi ciency of policies and programs, evaluation saw a signifi cant expansion in other countries, 
for instance, in the Netherlands (see Leeuw 2004, 60). 

The “third wave of evaluation” operates under the infl uence of sundry currents. For one, the 
concepts and imperatives of New Public Management (see Pollitt and Bouckaert 2003, 2004) have 
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come to dominate the international modernization discourse and, in one or the other variant, the 
public sector reform in many countries (see Wollmann 2003c) with “internal evaluation” (through 
the build-up and employment of indicator-based controlling and cost-achievement-accounting, etc.) 
forming an integral part of the “public management package” (see Furubo and Sandahl 2002, pp. 
19 ff.) and giving new momentum to evaluative procedures (see Wollmann 2003b.). Moreover, in a 
number of policy fi elds, evaluation has gained salience in laying bare the existing policy shortcomings 
and in identifying the potential for reforms and improvements. The great attention (and excitement) 
raised recently by the European-wide “PISA” study, a major international evaluation exercise on 
the national educational systems, has highlighted and, no doubt, propelled the role and potential 
of evaluation as an instrument of policy making. Third, mention should be made that, within the 
European Union, evaluation has been given a major push when the European Commission decided 
to have the huge spending of the European Structural Fund systematically evaluated (see Leeuw 
2004, 69 ff.). As the EU’s structural funds are now being evaluated within their fi ve-year program 
cycle in an almost text book-like fashion (with an evaluation cycle running from ex-ante through 
ex-post evaluation), the evaluation of EU policies and programs has signifi cantly infl uenced and 
pushed ahead the development of evaluation at large. In some countries, for instance Italy (see 
Stame 2002; Lippi 2003), the mandate to evaluate EU programs was, as it were, the cradle of the 
country’s evaluation research, which had hardly existed before.

In an international comparative perspective at the beginning of the new millennium, policy 
evaluation has been introduced and installed in many countries as a widely accepted and employed 
instrument of gaining (and of “feeding back”) policy-relevant information. This has been impres-
sively analysed and documented in a recent study2 based on reports from twenty-two countries and 
on a sophisticated set of criteria (see Furubo et al., 2002, with the synthesising piece by Furubo, 
and Sandahl 2002). While the United States still holds the lead in the “evaluation culture” (Rist, 
and Pakiolas 2002, 230 ff.), the upper six ranks among European countries are taken by Sweden, 
the Netherlands, the United Kingdom, Germany, Denmark, and Finland (see Furubo, and Sandahl 
2002; Leeuw 2004, 63).

METHODOLOGICAL ISSUES OF EVALUATION

Evaluation research is faced with two main conceptual and methodological tasks: (1) to conceptu-
alize the observable real world changes in terms of intended (or non-intended) consequences that 
policy evaluation is meant to identify and to assess (as, methodologically speaking, “dependent 
variables”); and (2) to fi nd out whether and how the observed changes are causally linked to the 
policy and measure under consideration (as “independent” variable). 

In coping with these key questions, evaluation research is seen to be an integral part of social 
science research at large; it includes, as such, most of social science’s conceptual and methodologi-
cal issues and controversies. In fact, it seems that the methodological debates that have occurred 
in the social science community at large (for instance in the strife between the “quantitative” and 
the “qualitative” schools of thought) have been one of the most pronounced (and at times fi ercest) 
struggles in the evaluation research community.

Two phases can be discerned in this controversy. The fi rst, dating from the 1960s to the early 
1980s, has been characterized by the dominance of the neopositivist-nomological science model 
(with an ensuing preponderance of the quantitative and quasi-experimental methods). The second 
and more recent period has resulted from advances in the constructivist, interpretive approach (with 
a corresponding preference for qualitative heuristic methods). 

Accordingly, from the neopositivist perspective, evaluation has been characterized by two 
premises. The fi rst is the assumption that in order to validly assess whether and to what degree the 
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policy goals (as intended consequences) have been attained by observable real world changes, it is 
necessary to identify in advance what the political intentions and goals of the program are. In this 
view, the intention of the “one” relevant institution or actor stands in the fore. 

Second, in order to identify causal relations between the observed changes and the policy/pro-
gram under consideration, valid statements could be gained only through the positivist application 
of quantitative, (quasi-) experimental research designs (Campbell, and Stanley 1963). Yet, notwith-
standing the long dominance of this research paradigm, the problem of translating these premises 
into evaluation practice were obvious to many observers. For example, in identifying the relevant 
objectives serious issues arise (see Wollmann 2003b, 6): (1) goals and objectives that serve as a 
measuring rod are hard to identify, as they often come as “bundles”—goals are hard to translate 
into operationalizable and measurable indicators; (2) good empirical data to fi ll in the indicators are 
hard to get, and the more meaningful an indicator is, the more diffi cult it is to obtain viable data; 
(3) the more remote (and, often, the more relevant) the goal dimension is, the harder it becomes 
to operationalize and to empirically substantiate it; (4) side effects and unintended consequences 
are hard to trace.

Moreover, methodologically robust research designs (quasi-experimental, controlled, time-se-
ries, etc.) are often not applicable, at least not in a methodologically satisfying manner (Weiss and 
Rein 1970) Here one needs to observe the ceteris paribus conditions (on which the application of 
quasi-experimental design hinges) are diffi cult, if not impossible, to establish. While the application 
of quantitative methods is premised on the methodological requirement “many cases (large N), few 
variables,” in the real world research situation often the constellation is the opposite: “few cases 
(small N), many (possibly infl uencing) variables.” These problems tend to rule out the employment 
of quantitative methods and, instead, proceeding qualitatively. And fi nally, the application of time 
series methods (before/after design) has often narrow limits, as the “before” data are often not 
available nor procurable. 

In the second phase, the long dominant research paradigm has come under criticism on two 
interrelated scores. For one, the standard assumption that evaluation should seek its frame of refer-
ence fi rst of all in the policy intention of the relevant political institution(s) or actor(s) has been 
shaken—if not shattered—by the advances of the constructivist-interpretive school of thought 
(Mertens 2004, 42 ff.). It advocates questioning on epistemological grounds the possibility of 
validly ascertaining “one” relevant intention or goal and call instead for identifying a plurality of 
(often) perspectives, interests, and values. For instance, Stuffl ebeam (1983) has been infl uential in 
advancing a concept of evaluation called the “CIPP model,” in which C = context, I = input, P = 
process, P = product. Among the four components, the “context” element (focusing on questions 
like: What are the program’s goals? Do they refl ect the needs of the participants?) is meant to direct 
evaluator’s attention, from the outset, to the needs (and interests) of the participants of the program 
under consideration (and its underlying normative implications). This general line of argument has 
been expressed in different formulations, such as “responsive,” “participatory,” or “stakeholder” 
evaluation. Methodologically the constructivist debate has gone hand-in-hand with (re-)gaining 
ground for qualitative-hermeneutic methods in evaluation (Mertens 2004, 47). Guba and Lincoln 
(1989) have labeled this development “fourth generation evaluation.”

While the battle lines between the camps of thought were fairly sharply drawn some twenty 
years ago, they have since softened up. On the one hand, the epistemological, conceptual and 
methodological insights generated in the constructivist debate are accepted and taken seriously, the 
mandate in evaluation to come as close as possible to “objective” still remains a major objective. The 
concept of a “realistic evaluation” as formulated by Pawson and Tilley (1997) lends itself to serve 
that purpose. Furthermore, it is widely agreed that there is no “king’s road” in the methodological 
design of evaluation research; instead, one should acknowledge a pluralism of methods. The selec-
tion and combination of the specifi c set and mix of methods depends on the evaluative question to 
be answered, as well as the time frame and fi nancial and personnel resources available.
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EVALUATION RESEARCH: BETWEEN BASIC, APPLIED, AND CONTRACTUAL 
RESEARCH

The emergence and expansion of evaluation research since the mid-1960s has had a signifi cant im-
pact on the social science research landscape and community. Originally the social science research 
arena was dominated by academic (basic) research primarily located at the universities and funded 
by independent agencies. Even when it took an applied policy orientation, social science research 
remained essentially committed to the academic/basic formula. By contrast, evaluation research, 
insofar as it is undertaken as “contractual research,” commissioned and fi nanced by a political or 
administrative institution, involves a shift from “academic to entrepreneurial settings” (Freeman 
and Solomon 1981). 

Academic social science research, typically university-based, has been premised on four 
imperatives. The fi rst has been a commitment to seeking the truth as the pivotal aim and criteria of 
scientifi c research. The second relates to intra-scientifi c autonomy in the selection of the subject 
matter and the methods of its research. The third has been independent funding, be it from university 
sources or through peer review-based funding by research foundations such as the National Science 
Foundation. The fi nal component has been the testing of the quality of the research fi ndings to an 
open scientifi c debate and peer review.

While applied social science still holds on to the independence and autonomy of social science 
research, contractual research, which now constitutes a main vehicle of evaluation research, hinges 
on a quite different formula. It is characterized by a commissioner/producer or consumer/contractor 
principle: “the consumer says what he wants, the contractor does it (if he can), and the consumer 
pays” (to quote Lord Rothschild’s dictum, see Wittrock, Wagner, and Wollmann 1991, 47). Hence, 
the “request for proposal” (RFP) through which the com missioning agency addresses the would-be 
contractors (in public bidding, selective bid ding, or directly), generally defi nes and specifi es the 
questions to be answered and the time frame made available. In the project proposal the would-
be contractor explains his research plan within the parameters set by the customer and makes his 
fi nancial offer which is usually calcu lated on a personnel costs plus overhead formula. 

Thus, when commissioned and funded by government, evaluation research confronts three crucial 
challenges related to the subject-matter, the leading questions, and the methods of its research. In contract 
research, unlike traditional evaluation research, these considerations are set by the agency commission-
ing the evaluation. Also, by providing the funding, the agency also jeopardises the autonomy of the 
researchers (“who pays the piper, calls the tune”). And fi nally, the fi ndings of commissioned research 
are often held in secret, or at least are not published, thus bypassing an open public and peer debate. 
So, contractual research is exposed and may be vulnerable to an epistemic drift and to a colonization 
process in which the evaluators may adopt the “perspective and conceptual framework” of the political 
and administrative institutions and actors they are commissioned to evaluate (Elzinga 1983, 89).

In the face of the challenges to the intellectual integrity and honesty of contractual research, 
initiatives have taken by professional evaluators to formulate standards that could guide them in 
their contractual work, in particular in their negotiations with their “clients” (Rossi, Freeman, and 
Lipsey 1999, 425 ff.). Reference can be made here, for example, to Guiding principles of Evalua-
tion, adopted in 1995 by the American Evaluation Association in 1995. Among its fi ve principles 
the maxims of integrity and honesty of research are writ large (Rossi, Freeman, and Lipsey 1999, 
427 ff.; and Mertens 2004, 50 ff.).

PROFESSIONALIZATION

In the meantime, evaluation has, in many countries, become an activity and occupation of a 
self- standing group and community of specialized researchers and analysts whose increasing 
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 professionalization is seen in the formation of professional associations, the appearance of profes-
sional publications, and in the arrival of evaluation as a subject matter in university and vocational 
training.

As to the foundation of professional associations, a leading and exemplary role was assumed by 
the American Evaluation Society (AES), formed in 1986 through the merger of two smaller evalu-
ation associations, Evaluation Network and the Evaluation Research Society. As of 2003, AES had 
more than three thousand members (Mertens 2004, 50). An important product was the formulation 
of the aforementioned professional code of ethics laid down in the “Guiding Principles for Evalu-
ators” adopted by the AES in 1995. In Europe, the European Evaluation Society was founded in 
1987 and the establishment of national evaluation societies followed suit, with the UK Evaluation 
Society being the fi rst3 (see Leeuw 2004, 64 f.). In the meantime, most of them have also elaborated 
and adopted professional codes of ethics which expresses the intention and resolve to consolidate 
and ensure evaluation as a new occupation and profession. 

Another important indicator of the professional institutionalization of the evaluation is the 
extent to which evaluation has become the topic of a mushrooming publication market. This, not 
least, includes the publication of professional journals, often in close relation to the respective na-
tional association. Thus, the American Evaluation Association has two publications: The American 
Journal of Evaluation and the New Directions for Evaluation monograph series (Mertens 2004, 52). 
In Europe, the journal Evaluation is published in association with the European Evaluation Society. 
Furthermore, a number of national evaluation journals (in the respective national languages) have 
been started in several European countries. All of these serve as useful sources of information on 
the topic of evaluation research.

NOTES

 1. For example, see the “New Jersey Negative Income Tax experiment,” which involved $8 million for 
research spending (Rossi and Lyall 1978).

 2. For earlier useful overviews, see Levine et al. 1981; Levine 1981; Wagner and Wollmann 1986: Rist 
1990; Derlien 1990; Mayne et al.. 1992.

 3. European Evaluation Society, http://www.europeanevaluation.org. Associazione Italiana de Valuatazi-
one, http:// www.valutazione.it. Deutsche Gesellschaft für Evaluation, http://www.degeval.de. Finnish 
Evaluation Societ, e-mail: petri.virtanen@vm.vn.fi . Schweizerische Evaluationsgesellschaft, http://www.
seval.ch. Société Française de l’Evaluation, http://www.sfe.asso.fr. Société Wallonne de l’Evaluation et 
de la rospective, http://www.prospeval.org.UK Evaluation Society, http://www.evaluation.org.uk
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